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Abstract
Wepresent a quantumalgorithm for the simulation ofmolecular systems that is asymptoticallymore
efficient than all previous algorithms in the literature in terms of themain problemparameters. As in
Babbush et al (2016New Journal of Physics 18, 033032), we employ a recently developed technique for
simulatingHamiltonian evolution using a truncated Taylor series to obtain logarithmic scalingwith
the inverse of the desired precision. The algorithmof this paper involves simulation under an oracle
for the sparse,first-quantized representation of themolecularHamiltonian known as the
configuration interaction (CI)matrix.We construct and query the CImatrix oracle to allow for on-
the-fly computation ofmolecular integrals in away that is exponentiallymore efficient than classical

numericalmethods.Whereas second-quantized representations of thewavefunction require
~( )N

qubits, whereN is the number of single-particle spin-orbitals, the CImatrix representation requires

 h
~( ) qubits, where h  N is the number of electrons in themolecule of interest.We show that the

gate count of our algorithm scales atmost as h
~( )N t2 3 .

1. Introduction

The simulation of electrons interacting in the external potential of nuclei is the central problemof quantum
chemistry. Efficient solutions to this problem could enable ab initio design of newmaterials and chemical
reactions, potentially revolutionizing diversefields such as drug discovery, battery development, catalysis,
superconductivity andmore.While the ambition to use quantum computers to simulate physical systems dates
back to Feynman in 1982 [1], thefirst concrete quantum algorithm to solve the quantum chemistry problemwas
introduced byAspuru-Guzik et al in 2005 [2]. This original algorithmwas based on the quantumphase
estimation algorithm [3] in conjunctionwith Trotter-Suzukimethods of time-evolution, which Lloyd and
Abramsfirst applied to quantum simulation in [4, 5].

Since then, there have been scores of papers on the topic introducing a variety of different simulation
paradigms. For example, quantum algorithms for chemistry have been proposed in a variational framework
[6–9], in an adiabatic algorithm [10], infirst quantization [11], in real space [12, 13] and using basis sets with
fewerHamiltonian terms [14, 15]. Recently, there has been a large body of work dedicated to exploring different
ways that onemightmap fermions into qubits [16–21]. There have also been a number of experimental
demonstrations of both phase estimation [22–25] and variational approaches to quantum chemistry [26–30].

In the last few years, the fast pace of development in quantum computing hardware has provoked the
question of exactly what resources will be required to solve interesting chemistry problemswith quantum error-
correction [31–33]. To enable such estimates, significantwork has been dedicated to optimizing the resources
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required for phase estimation simulations using Trotter-Suzuki decompositions [34–36]. Using arbitrarily high-
order Trotter formulas, the tightest-known upper bound on the gate count of the second-quantized, Trotter-

based quantum simulation of chemistry is 
~ +( )( ) ( )N to o8 1 1 [37, 38] 7, whereN is the number of spin-orbitals

and ò is the required accuracy. Thus, the Trotter-based quantum simulation ofmanymolecular systems remains
a costly proposition [39, 40]. Onemightworry that with such high gate scalings,many systems of practical
interest could not be treated to chemical precision.

In [41], we introduced two novel quantum algorithms for chemistry based on the truncatedTaylor series
simulationmethod of [42], which are exponentiallymore precise than algorithms using the Trotter-Suzuki
decomposition. Our first algorithm, referred to as the ‘database’ algorithm,was shown to have gate count scaling

as
~

 ( )N H t4 . Our second algorithm, referred to as the ‘on-the-fly’ algorithm,was shown to have the lowest

scaling of any approach to quantum simulation previously in the literature,
~( )N t5 . Both of these algorithms

use a second-quantized representation of theHamiltonian; in this paperwe employ amore compressed, first-
quantized representation of theHamiltonian known as the configuration interaction (CI)matrix.We also
analyze the on-the-fly integration strategy farmore rigorously, bymaking the assumptions explicit and
rigorously deriving error bounds.Our approach combines a number of improvements:

• a novel 1-sparse decomposition of theCImatrix (improving over that in [11]),

• a self-inverse decomposition of 1-sparsematrices as introduced in [43],

• the exponentiallymore precise simulation techniques of [42],

• and the on-the-fly integration strategy of [41].

The paper is outlined as follows. In section 2, we summarize the key results and note the improvements
presented here over previous approaches. In section 3, we introduce the configuration basis encoding of the
wavefunction. In section 4, we showhow to decompose theHamiltonian into 1-sparse unitarymatrices. In
section 5, we use the decomposition of section 4 to construct a circuit which provides oracular access to the
Hamiltonianmatrix entries, assuming access to ( )wSAMPLE from [41]. In section 6, we review the procedures in
[42] and [41] to demonstrate that this oracle circuit can be used to effect a quantum simulationwhich is
exponentiallymore precise than using a Trotter-Suzuki decomposition approach. In section 7, we discuss
applications of this algorithm and future research directions.

2. Summary of results

In our previous work [41], simulation of themolecularHamiltonianwas performed in second quantization

using Taylor series simulationmethods to give a gate count scaling as
~( )N t5 . In this work, we use the

configuration interaction representation of theHamiltonian to provide an improved scaling of h
~( )N t2 3 . This

result is summarized by the following Theorem.

Theorem1.Using atomic units inwhich  , Coulomb’s constant, and the charge andmass of the electron are unity,
we canwrite themolecularHamiltonian as

å å å= -


-
-

+
->

     


( )H

Z

R r r r2

1
, 1

i

r

i j

i

i j i j i i j

2

, ,

i

where

Ri are the nuclear coordinates,


rj are the electron coordinates, and Zi are the nuclear atomic numbers. Consider

a basis set of N spin-orbitals satisfying the following conditions:

1. each orbital takes significant values up to a distance atmost logarithmic in N ,

2. beyond that distance the orbital decays exponentially,

3. themaximum value of each orbital, and its first and second derivatives, scale atmost logarithmically in N ,

4. and the value of each orbital can be evaluated with complexity
~( )1 .

7
Weuse the typical computer science convention that Î Q( )f g , for any functions f and g, if f is asymptotically upper and lower bounded by

multiples of g, indicates an asymptotic upper bound,
~

indicates an asymptotic upper bound suppressing any polylogarithmic factors in
the problemparameters,Ω indicates the asymptotic lower bound and Î ( )f o g implies f g 0 in the asymptotic limit.
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Evolution under theHamiltonian of equation (1) can be simulated in this basis for time t within error  > 0with a

gate count scaling as h
~( )N t2 3 ,where h is the number of electrons in themolecule.

Wenote that these conditionswill be satisfied formost, but not all, quantum chemistry simulations. To
understand the limitations of these conditions, we briefly discuss the concept of amodel chemistry (i.e. standard
basis set specifications) and howmodel chemistries are typically selected for electronic structure calculations.
There are thousands of papers which study the effectiveness of various basis sets developed for the purpose of
representingmolecules [44]. Thesemodel chemistries associate specific orbital basis functionswith each atom in
amolecule. For example, whereverNitrogen appears in amolecule amodel chemistry wouldmandate that one
add to the system certain basis functionswhich are centered onNitrogen and have been pre-optimized for
Nitrogen chemistry; different basis functionswould be associatedwith each Phosphorus, and so on. In addition
to convenience, the use of standardizedmodel chemistries helps chemists to compare different calculations and
reproduce results.

Within a standardmodel chemistry, orbital basis functions are almost always represented as linear
combinations of pre-fittedGaussians which are centered on each atom. Examples of suchmodel chemistries
include Slater TypeOrbitals (e.g. STO-3G), Pople Basis Sets (e.g. 6-31G*) and correlation consistent basis sets
(e.g. cc-DVTZ).We note that all previous studies on quantumalgorithms for quantum chemistry in an orbital
basis have advocated the use of one of thesemodels. Simulationwithin any of thesemodel chemistries would
satisfy the conditions of our theorembecause the basis functions associatedwith each atomhavemaximum
values, derivatives and distances beyondwhich each orbital decays exponentially.

Similarly, whenmolecular instances grow becausemore atoms are added to the system it is standard practice
to perform these progressively larger calculations using the samemodel chemistry and the conditions of
theorem1 are satisfied. For instance, in a chemical series such as progressively largerHydrogen rings or
progressively longer alkane chains or protein sequences, these conditions would be satisfied.Wenote that
periodic systems such as conductingmetalsmight require basis sets (e.g. planewaves) violating the conditions of
theorem1.When systems growbecause atoms in themolecule are replacedwith heavier atoms, the orbitals do
tend to grow in volume and theirmaximumvaluesmight increase (evenwithin amodel chemistry). However,
there are only afinite number of elements on the periodic table so this is irrelevant for considerations of
asymptotic complexity. Finally, we point out that these conditions do not hold if the simulation is performed in
the canonicalmolecular orbital basis, but this is not a problem for our approach since theHartree–Fock state can
easily be prepared in the atomic orbital basis at cost that is quadratic in the number of spin-orbitals.We discuss
this procedure further in section 3.

The simulation procedure of [42] requires a decomposition of theHamiltonian into aweighted sumof
unitarymatrices. In [41], we decomposed themolecularHamiltonian in such away that all the coefficients were
integrals, i.e.

òå= =
 ( ) ( )

ℓ
ℓ ℓ ℓ ℓH W H W w z zd , 2

where the ℓH are unitary operators, and the
( )ℓw z are determined by the procedure.We then showed howone

could evolve underHwhile simultaneously computing these integrals. In this paper, we investigate a different
representation of themolecularHamiltonianwith the related property that theHamiltonianmatrix elements

abH can be expressed as integrals,

ò= Àab ab  ( ) ( )H z zd , 3

or a sumof a limited number of integrals.We decompose theHamiltonian into a sumof one-sparse
Hamiltonians, each of which has only a single integral in itsmatrix entries.We then decompose theHamiltonian
by discretizing the integrals and then further decompose theHamiltonian into a sumof self-inverse operators,
 rℓ, . Using this decomposition, we construct a circuit called ( )SELECT which selects and applies the self-
inverse operators so that

 r y r yñ ñ ñ = ñ ñ ñrℓ ℓ( )∣ ∣ ∣ ∣ ∣ ∣ ( )ℓ . 4SELECT ,

By repeatedly calling ( )SELECT , we are able to evolve underHwith an exponential improvement in precision
over Trotter-based algorithms.

TheCImatrix is a compressed representation of themolecularHamiltonian that requires asymptotically
fewer qubits than all second-quantized algorithms for chemistry. Though theCImatrix cannot be expressed as a
sumof polynomiallymany localHamiltonians, a paper by Toloui and Love [11] investigated the idea that one
can simulate theCImatrix by decomposing it into a sumof polynomiallymany 1-sparseHermitian operators.
However, the particular decomposition discussed in that paper does notwork as given. In this paper, we provide
a newdecomposition of theCImatrix into a sumof h( )N2 2 1-sparseHermitian operators, where h  N is the

3
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number of electrons in themolecule andN is the number of spin-orbitals. This newdecomposition enables our
improved scaling. Using techniques introduced in [43], we further decompose these 1-sparse operators into
unitary operators which are also self-inverse. As a consequence of the self-inverse decomposition, the
Hamiltonian is an equally weighted sumof unitaries. ( )SELECT requires the ability to compute the entries of
the CImatrix; accordingly, we can use the same strategy for computing integrals on-the-fly that was introduced
in [41], but this time ourHamiltonian is of the form in equation (3).

Using this approach, the simulation of evolution over time t then requires h
~( )N t2 2 calls to ( )SELECT . To

implement ( )SELECT , wemake calls to theCImatrix oracle as described in section 5, which requires
~( )N

gates. This scaling is due to using a database approach to computing the orbitals, where a sequence ofN

controlled operations is performed. This causes our overall approach to require h
~( )N t2 3 gates. As in [11], the

number of qubits is h
~( ) rather than~( )N , because the compressed representation stores only the indices of

occupied orbitals, rather than occupation numbers of all orbitals. To summarize, our algorithmwith improved

gate count scaling of h
~( )N t2 3 proceeds as follows:

1. Represent the molecular Hamiltonian in equation (1) in first quantization using the CI matrix formalism.
This requires selection of a spin-orbital basis set, chosen such that the conditions in theorem1 are satisfied.

2. Decompose the Hamiltonian into sums of self-inverse matrices approximating the required molecular
integrals via themethod of section 4.

3.Query theCImatrix oracle to evaluate the above self-inversematrices, whichwe describe in section 5.

4. Simulate the evolution of the systemover time tusing themethod of [42], which is summarized in section 6.

3. TheCImatrix encoding

Themolecular electronic structureHamiltonian describes electrons interacting in a nuclear potential that is
fixed under the Born-Oppenheimer approximation. Except for the proposals in [11–13, 45, 46], all prior
quantumalgorithms for chemistry use second quantization.While in second quantization antisymmetry is
enforced by the fermionic anti-commutation relations, infirst quantization thewavefunction itself is explicitly
antisymmetric. The representation of equation (1) in second quantization is

å å= + ( )
ℓ

ℓ ℓ
† † †H h a a h a a a a

1

2
5

ij
ij i j

ijk
ijk i j k

where the operators †ai and aj in equation (5) obey antisymmetry due to the fermionic anti-commutation
relations,

d= = ={ } { } { } ( )† † †a a a a a a, , , 0. 6i j ij i j i j

The one-electron and two-electron integrals in equation (5) are

*ò åj j= -


-
-



 

 ⎛
⎝
⎜⎜

⎞
⎠
⎟⎟( ) ( ) ( )h r

Z

R r
r r

2
d , 7ij i

q

q

q
j

2

* *
ò

j j j j
=

-

   

  
 ( ) ( ) ( ) ( )

( )ℓ
ℓ

h
r r r r

r r
r rd d . 8ijk

i j k1 2 1 2

1 2
1 2

where (throughout this paper),

rj represents the position of the jth electron, andj

( )ri j represents the ith spin-
orbital when occupied by that electron. To ensure that the integrand in equation (7) is symmetric, we can
alternatively write the integral for hij as

* *ò òåj j j j=   -
-

   

 

 ( ) · ( ) ( ) ( ) ( )h r r r r
Z

R r
r r

1

2
d d . 9ij i j

q
i

q

q
j

The second-quantizedHamiltonian in equation (5) is straightforward to simulate because one can explicitly
represent the fermionic operators as tensor products of Pauli operators, using either the Jordan-Wigner
transformation [47, 48] or the Bravyi-Kitaev transformation [17, 19, 49].

With the exception of real-space algorithms described in [12, 13], all quantum algorithms for chemistry
represent the system in a basis ofN single-particle spin-orbital functions, usually obtained as the solution to a
classicalmean-field treatment such asHartree–Fock [50]. However, the conditions of theorem 1only holdwhen

4
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actually performing the simulation in the atomic orbital basis8 (i.e. the basis prescribed by themodel chemistry).
The canonicalHartree–Fock orbitals are preferred over the atomic orbitals because initial states are easier to
represent in the basis ofHartree–Fock orbitals. These orbitals are actually a unitary rotation of the
orthogonalized atomic orbitals prescribed by themodel chemistry. This unitary basis transformation takes the
form

*å å åj j= = = = k- ˜ ˜ ( )† †u a a u a a u u e 10i
j

j ij i
j

j ij i
j

j ij

where k k= - † is anN byN anti-Hermitianmatrix and so u is anN byN unitarymatrix. Above, ˜ †ai and ãi are
creation and annihilation operators on orbitalji. Then, as a consequence of the Thouless theorem [50]:

å k= = = -
⎡
⎣
⎢⎢

⎤
⎦
⎥⎥˜ ˜ ( )† † † † †a Ua U a Ua U U a aexp 11i i i i

ij
ij i j

where ( )U u is a 2N by 2N unitarymatrix which is uniquely determined byκ.
The canonical Hartree–Fock orbitals andκ are obtained by performing a self-consistent field procedure to

diagonalize amean-fieldHamiltonian for the systemwhich is known as the Fockmatrix. Because the Fock
matrix describes a systemof non-interacting electrons it can be expressed as the followingN byNmatrix:

å= + -[ ] ( )f h h h
1

2
. 12ij ij

k
ikkj ikjk

The integrals which appear in the Fockmatrix are defined by equations (7) and (8). Importantly, the canonical
orbitals are defined to be the orbitals which diagonalize the Fockmatrix. Thus, the integrals in the definition of
the Fockmatrix are defined in terms of the eigenvectors of the Fockmatrix so equation (12) is a recursive
definition. The canonical orbitals are obtained by repeatedly diagonalizing thismatrix until convergencewith its
own eigenvectors. TheHartree–Fock procedure is important because theHartree–Fock state (which is a product
state in the canonical basis with the lowest η eigenvectors of the Fockmatrix occupied and the rest unoccupied)
has particularly high overlapwith the ground state ofH.

As stated before, the conditions of theorem 1donot apply if we represent theHamiltonian in the basis of
canonical orbitals. But this is not a problem for us becausewe can still prepare theHartree–Fock state in the basis
of orthogonalized atomic orbitals (which do satisfy the conditions) and then apply the operatorU from

equation (11) to our initial state at cost
~( )N 2 as described in [51]. Note that the use of a local basis has other

advantages, as pointed out in [14]. In particular, in the limit of certain largemolecules, use of a local basis allows

one to truncate terms from theHamiltonian so that there are
~( )N 2 terms instead of( )N4 termsHowever,

theorem1 exploits an entirely different property of basis locality which does not require any approximation
from truncating terms.

The spatial encoding of equation (5) requiresQ( )N qubits, one for each spin-orbital; under the Jordan-
Wigner transformation, the state of each qubit indicates the occupation of a corresponding spin-orbital.Many
states representable in second quantization are inaccessible tomolecular systems due to symmetries in the
Hamiltonian. For instance,molecular wavefunctions are eigenstates of the total spin operator so the total
angularmomentum is a good quantumnumber, and this insight can be used tofind amore efficient spatial
encoding [45, 46]. Similarly, theHamiltonian in equation (5) commutes with the number operator, ν, whose
expectation value gives the number of electrons, η,

ån n h n= = = á ñ
=

[ ] ( )†a a H, , 0, . 13
i

N

i i
1

Following the procedure in [11], our algorithmmakes use of an encodingwhich reduces the number of qubits
required by recognizing η as a good quantumnumber.

Conservation of particle number implies there are only x =
h( )N valid configurations of these electrons, but

the second-quantizedHilbert space has dimension 2N , which is exponentially larger than ξ forfixed η.Wework
in the basis of Slater determinants, which are explicitly antisymmetric functions of both space and spin
associatedwith a particular η-electron configuration.We denote these states as a a a añ = ñh-∣ ∣ , , ,0 1 1 , where
a Î ¼{ }N1, ,i and a Î ¼ h{ }N1, , .We emphasize that ai ismerely an integer which indexes a particular
spin-orbital functionja

( )r
i

.While each configuration requires a specification of η occupied spin-orbitals, there
is no sense inwhich ai is associatedwith ‘electron i’ since fermions are indistinguishable. Specifically,

8
The basis of atomic orbitals is not necessarily orthogonal. However, this can be fixed using the efficient Lowdin symmetric

orthogonalization procedure which seeks the closest orthogonal basis [14, 50].
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where the bars enclosing thematrix in equation (14) denote a determinant. Because determinants have the
property that they are antisymmetric under exchange of any two rows, this construction ensures that our
wavefunction obeys the Pauli exclusion principle.We note that although this determinant can bewritten
equivalently in different orders (e.g.by swapping any two pairs of orbital indices), we avoid this ambiguity by
requiring the Slater determinants to only bewritten in ascending order of spin-orbital indices.

The representation of thewavefunction introduced in [11]uses η distinct registers to encode the occupied set
of spin-orbitals, thus requiring h hQ =

~( ) ( )Nlog qubits. However, it would be possible to use a further-
compressed representation of thewavefunction based on the direct enumeration of all Slater determinants,
requiring only xQ( )log qubits.When using very small basis sets (such as theminimal basis), it will occasionally
be the case that the spatial overhead ofQ( )N for the second-quantized algorithm is actually less than the spatial
complexity of our algorithm.However, for afixed η, theCImatrix encoding requires exponentially fewer qubits.

4. TheCImatrix decomposition

ThemolecularHamiltonian expressed in the basis of Slater determinants is known to chemists as the CImatrix.
Elements of the CImatrix are computed according to the Slater-Condon rules [50], whichwewill express in
terms of the one-electron and two-electron integrals in equations (7) and (8). In order tomotivate our 1-sparse
decomposition, we state the Slater-Condon rules for computing thematrix element

a b= á ñab ∣ ∣ ( )H H 15

by considering the spin-orbitals which differ between the determinants añ∣ and bñ∣ [50]:

1. If añ∣ and bñ∣ contain the same spin-orbitals c h
={ }i i 1 thenwe have a diagonal element

å å å= + -ab
h

c c

h h

c c c c c c c c
= =

-

= +

( ) ( )H h h h . 16
i i j i1 1

1

1
i i i j i j i j j i

2. If añ∣ and bñ∣ differ by exactly one spin-orbital such that añ∣ contains spin-orbital kwhere bñ∣ contains spin-
orbital ℓ, but otherwise contain the same spin-orbitals c h

=
-{ }i i 1

1, then

å= + -ab
h

c c c c
=

-

( ) ( )ℓ ℓ ℓH h h h . 17k
i

k k
1

1

i i i i

3. If añ∣ and bñ∣ differ by exactly two spin-orbitals such that occupied spin-orbital i in añ∣ is replacedwith spin-
orbital k in bñ∣ , and occupied spin-orbital j in añ∣ is replacedwith spin-orbital ℓ in bñ∣ , then

= -ab ( )ℓ ℓH h h . 18ijk ij k

4. If añ∣ and bñ∣ differ bymore than two spin-orbitals,

=ab ( )H 0. 19

These rules assume thatα andβ have the list of occupied orbitals given in a corresponding order, so all
corresponding occupied orbitals are listed in the same positions. In contrast, wewill be giving the lists of
occupied orbitals in ascending order. In order to use the rules, we therefore need to change the order of the list of
occupied orbitals. In changing the order of the occupied orbitals, there is a sign flip on the state for an odd
permutation. This signflip needs to be includedwhen using the above rules.

In general, there is no efficient way to decompose theCImatrix into a polynomial number of tensor
products of Pauli operators. It is thus inefficient to directly simulate thisHamiltonian in the same fashionwith
whichwe simulate localHamiltonians. However, the CImatrix is sparse and there exist techniques for
simulating arbitrary sparseHamiltonians. A d-sparsematrix is onewhich contains atmost dnonzero elements

6
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in each row and column. As discussed in [11, 31], the Slater-Condon rules imply that the sparsity of theCI
matrix is


h h h h h h h

h h=
-

+
-

+ = - + + +⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠ ( ) ( )d

N N N N
N N

2 2 1 1
1

4 2 2
. 20

4 3 2 2
2 2

BecauseN is always greater than η, wefind that theCImatrix is d-sparse where  hÎ ( )d N2 2 . This should be
comparedwith the second-quantizedHamiltonianwhich is also d-sparse, butwhere Î ( )d N4 . Our strategy
here parallels the second-quantized decomposition, butworkswith the first-quantizedwavefunction. This
decomposition is explained in four steps, as follows.

A.Decompose themolecularHamiltonian into h( )N2 2 1-sparsematrices.

B. Further decompose each of these 1-sparse matrices into 1-sparse matrices with entries proportional to a
sumof a constant number ofmolecular integrals.

C. Decompose those 1-sparsematrices into sums approximating the integrals in equations (8) and (9).

D. Decompose the integrands from those integrals into sums of self-inversematrices.

4.1.Decomposition into 1-sparsematrices
In order to decompose themolecularHamiltonian into 1-sparsematrices, we require a unique and reversible
graph coloring between nodes (Slater determinants).We introduce such a graph coloring here, with the details
of its construction and proof of its properties given in appendix A. The graph coloring can be summarized as
follows.

1. Perform the simulation under s Ä Hx , where sx is the Pauli x matrix, in order to create a bipartite
Hamiltonian of the same sparsity asH.

2. Label the ‘left’ nodes α and the ‘right’ nodes β in the bipartite graph. We seek a procedure to take α to β, or
vice versa, with as little additional information as possible, andwithout redundancy or ambiguity.

3. Provide an 8-tuple g = ( )a b i p a b j q, , , , , , ,1 1 2 2 which determines the coloring. The coloring must
uniquely determineα givenβ or vice versa. Using the 8-tuples, proceed via either Case 1, 2, 3, or 4 in
appendix A to determine the other set of spin-orbitals, using an intermediate list of orbitalsχ. The 4-tuples
( )a b i p, , ,1 1 and ( )a b j q, , ,2 2 each define a differing orbital. For a single difference, we can set p=0, and for
no differences, we can set = =p q 0.

Step 1 is used to ensure that the graph is bipartite. Thatmeans the nodes can be partitioned into two sets,
with connections only between these two sets, and notwithin them. These sets correspond to basis states with
the ancilla qubit (added in step 1) being in state ñ∣0 or ñ∣1 . The ‘left’ and ‘right’nodes then correspond to those in
each of these two sets. The 8-tuple in step 3 is composed of two 4-tuples, for each differing orbital. For thefirst
4-tuple, the variables are used as follows.

i—The position of the differing orbital.
p—The shift in the position of the orbital.
a1—Abit equal to 0 (or 1) if i gives the position of the differing orbital inα (orβ).
b1—Abit resolving any remaining ambiguity in the graph coloring.

The other 4-tuple is equivalent for the other differing orbital, with i replacedwith j and so forth.
The basic idea is that wewould like to give the positions i and j of those orbitals which differ inα, as well as by

howmuch the occupied orbital indices shift, whichwe denote by p and q. This would allow us to determineβ
fromα. However, it does not allow us to unambiguously determineα fromβ. To explain how to resolve this
ambiguity, we consider the case of a single differing orbital.Wewill denote by i the position of the differing
orbital inα, and by k the position of the differing orbital inβ.

Consider the example infigure 1(a): given iwhich is the position inα, the position k inβ can be immediately
determined. But givenβ, multiple potential positions of occupied orbitals would need to be tested to see if they
put the occupied orbital in position i=2 inα. In this case, givenβ there is only one orbital which can be shifted
to position 2 forα so the position inβ is unambiguous. Now consider figure 1(b): multiple positions inβ could
lead to position 2 inα. The difference between the two cases is that infigure 1(a) there is a larger spacing between
orbitals forβ, whereas infigure 1(b) there is a larger spacing forα.More specifically, forfigure 1(a) the spacing
between a1 and a3 is 3, whereas the spacing between b2 and b4 is larger at 5. Forfigure 1(b) the spacing between
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a1 and a3 is 5, whereas the spacing between b2 and b4 is smaller at 2. It is the spacing between the occupied
orbitals adjacent to the one that ismoved that should be compared.

For the situation infigure 1(b), rather than specifying the position inαwe should specify the position inβ to
resolve the ambiguity. The bit a determines whether we are specifying the position inα or inβ; this is done
depending on the relative spacing of the adjacent occupied orbitals in the two.However, this spacing condition
does not completely resolve the ambiguity: there are potentially two different choices for the occupied orbital.
The choice ismade by the bit b. The coloring for the two differing orbitals is done by doing this twice with an
intermediate list of occupied orbitalsχ. There are h( )N2 2 possible colors: there are two possible choices of
each of the bits a1, a2, b1, and b2, η choices each of i and j, andN choices each of p and q.

4.2.Decomposition into hij and hijkℓ
Each 1-sparsematrix from section 4.1 is associatedwith some 8-tuple g = ( )a b i p a b j q, , , , , , ,1 1 2 2 . However,
without furthermodification, some of these 1-sparsematrices have entries given by a sumover a number of
molecular integrals that growswith η, namely the diagonal terms as in equation (16), and the single-orbital terms
as in equation (17). Here, we further decompose thosematrices into a sumof 1-sparsematrices gH , which have
entries proportional to the sumof a constant number ofmolecular integrals, in order to remove this changing
upper bound.

Wewant to have a new set of 1-sparsematrices, eachwith entries corresponding to a single term in the sum
overmolecular integrals. To bemore specific, the combinations of γ correspond to terms in equation (16) to
equation (18) as follows.

1. If = =p q 0, this indicates that we have a diagonal 1-sparse matrix. In equation (16), the entries on the
diagonal would be a sumof h( )2 terms. Aswe have freedom in how to use i and j, we use these to give terms
in the sum.When i=j for = =p q 0, we take the 1-sparsematrix to have diagonal elements given by hii.
If <i j for = =p q 0 we take the 1-sparsematrix to have diagonal entries -c c c c c c c ch h

i j i j i j j i
.We do not

allow tuples γ such that >i j for = =p q 0 (alternatively we could just give zero in this case). The overall
result is that the sumover i and j for the 1-sparsematrices for γwith = =p q 0 yields the desired sum in
equation (16).

2. Next, if p=0 and ¹q 0, then this indicates that we have a 1-sparse matrix with entries where α and β

differ by only one spin-orbital. According to equation (17), each entrywould normally be a sumof h( )
terms. Instead, when p=0 and ¹q 0, we use the value of i to index terms in the sum in equation (17),
thoughwe only yield a nonzero result when i is in the Slater determinant. In particular, the 1-sparsematrix
has entries -c c c cℓ ℓh hk ki i i i

.We allow an additional value of i to indicate a 1-sparsematrix with entries ℓhk .
Then the sumover 1-sparsematrices for different values of i gives the desired sum equation (17).We do not
allow γ such that q=0 but ¹p 0.

3. Finally, if both p and q are nonzero, then we have a 1-sparse matrix with entries where α and β differ by two
orbitals. In this case, there is no sum in equation (18), so there is no additional decomposition needed.

Figure 1.Example of the 1-sparse coloring, where i is the position of the occupied orbital inα thatmust bemoved. (a) i=2, p=4 is
sufficient to determineβ fromα, as well as to determineα fromβ. (b) i=2, p=5 is sufficient to determineβ fromα, but not the
reverse: subtracting p=5 from b2, b3, or b4 all give different valid values for a a=i 2. The spacing conditionmeans that wewould
need to give the position of the occupied orbital forβ instead.
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Combining these three stepswefind that the decomposition into 1-sparsematricesHγ can be achievedwith
the indices ( )a b i p a b j q, , , , , , ,1 1 2 2 . Thus, there are h( )N2 2 termswithout any redundancies. Note that sorting

of the spin-orbital indices requires only h
~( ) gates, which is less than the number of complexity of evaluating

the spin-orbitals. In the following sections, we denote the total number of terms given by the above
decomposition byΓ, and the sumoverHγ yields the complete CImatrix,

å=
g

g
=

G

( )H H . 21
1

4.3.Discretizing the integrals
Nextwe consider discretization of the integrals for hij and hijkℓ. In [42] it is shown how to simulateHamiltonian
evolutionwith an exponential improvement in the scalingwith 1 , as compared tomethods based onTrotter
formulas. In this approach, the time-ordered exponential for the evolution operator is approximated by a Taylor
series up to an orderK. The time t is broken into r segments, and the integrals are discretized in the followingway
on each segment:

 ò òå

å åm

- »
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»
- m
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... , 22
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k
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k
j j

j j
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1

0 , , 0

1

k

k

1

1

where  is the time-ordering operator. In our case theHamiltonian does not change in time, so the time-
ordering is unimportant.

TheHamiltonian is expanded as a sumofHγ as in equation (21), and each of those terms hasmatrix entries
that can be given in the formof an integral as

ò= Àg
ab

g
ab  ( ) ( )H z zd . 23

In cases where g
abH corresponds to hij, the integral is over a three-dimensional region, andwhere g

abH
corresponds to hijkℓ the integral is over a six-dimensional region, so


z represents six parameters.

Ideally, each integral can be truncated to afinite domainDwith volume  . Using a set of grid points r

z , we

can approximate the integral by


ò åm

» À » Àg
ab

g
ab

r

m

g
ab

r
=

  ( ) ( ) ( )H z z zd . 24
D 1

The complexity will then be logarithmic in the number of points in the sum,μ, and linear in the volume times
themaximumvalue of the integrand.

In practice the situation ismore complicated than this. That is because the integrals are all different. Aswell
as the dimensionality of the integrals (three for hij and six for hijkℓ), there will be differences in the regions that the
integrals will be over, as well as some integrals being in spherical polar coordinates. To account for these
differences, it is better towrite the discretized integral in the form

å» Àg
ab

r

m

g r
ab

=

( )H . 25
1

,

TheHamiltonianHγ can then bewritten as the sum

å» Àg
r

m

g r
=

( )H . 26
1

,

As discussed in [41], the discretization is possible because the integrands can be chosen to decay
exponentially [50]. The required properties of the orbitals are given in theorem 1.Herewe present amore
precise formulation of the required properties, and provide specific results on the number of terms needed.We
make the following three assumptions about the spin-orbitalsjℓ.

1. There exists a positive real numberjmax such that, for all spin-orbital indices ℓ and for all Î

r IR3,

j j∣ ( )∣ ( )ℓ r . 27max

2. For each spin-orbital index ℓ, there exists a vector Î

ℓc IR3 (called the center of jℓ) and a positive real

number xmax such that, whenever -  ℓr c xmax for some Î

r IR3,
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j j
a

- -
   

⎛
⎝⎜

⎞
⎠⎟∣ ( )∣ ( )ℓ ℓr

x
r cexp , 28max

max

whereα is some positive real constant.

3. For each spin-orbital index ℓ,jℓ is twice-differentiable and there exist positive real constants g1 and g2 such
that

j g
j

  ( ) ( )ℓ r
x

291
max

max

and

j g
j


∣ ( )∣ ( )ℓ r

x
302

2
max

max
2

for all Î

r IR3.

Note thatα, g1 and g2 are dimensionless constants, whereas xmax has units of distance, andjmax has the same
units asjℓ. The conditions of theorem 1mean thatjmax and xmax grow atmost logarithmically with the number
of spin-orbitals. Note that we use xmax in a different way than in [41], where it was the size of the cutoff on the
region of integrals, satisfying = ( ( ))x Ntlogmax . Herewe take xmax to be the size scale of the orbitals
independent of t or ò, and the cutoff will be amultiple of xmax.We also assume that xmax is bounded below by a
constant, so thefirst and second derivatives of the spin-orbitals grownomore than logarithmically as a function
of the number of spin-orbitals.

We next define notation used for the integrals for hij and hijkℓ. These integrals are

*ò j j- 
  ( ) ≔ ( ) ( ) ( )( )S D r r r
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2
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q
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q1,

and

* *
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   
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r r r r

r r
r rd d , 33ijk

D

i j k2
2

1 2 2 1

1 2
1 2

2

for any choices of ÍD D, IRq0 1,
3 and ÍD IR2

6. Thus

å= +( ) ( ) ( )( ) ( )h S SIR IR 34ij ij
q

ij
q0 3 1, 3

and

= ( ) ( )ℓ ℓ
( )h S IR . 35ijk ijk
2 6

Using the assumptions on the properties of the orbitals, we can bound the number of terms needed in a Riemann
sum that approximates each integral towithin a specified accuracy, d (which is distinct from the accuracy of the
overall simulation, ò). These bounds are summarized in the following three lemmas.

Lemma1. Let d be any real number that satisfies

d j< a- ( )e K x0 , 362
0 max

2
max

where

g
a

pg
a

g g+ +≔ ( )K
26 8

32 3 . 370
1

2
2

3 1 2

Then ( )( )S IRij
0 3 can be approximated to within error d using a Riemann sumwith
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terms, where the terms in the sumhave absolute value no larger than
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2
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0 max

2
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3

Lemma2. Let d be any real number that satisfies

10

QuantumSci. Technol. 3 (2018) 015006 RBabbush et al



d j< a- ( )e K Z x0 , 40q
2

1 max
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Then ( )( )S IRij
q1, 3 can be approximated to within error d using a Riemann sumwith
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Lemma3. Let d be any real number that satisfies
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The conditions in equations (36), (40) and (44) are just used to ensure that we are considering a reasonable
combination of parameters, and not for example a very large allowable error d or a small value of xmax.We prove
these lemmas in appendix B. Specifically, we prove lemma 1 in appendix B.2, lemma 2 in appendix B.3 and
lemma 3 in appendix B.4. In discretizing these integrals it is important that the integrands areHermitian,
becausewe needg r, to beHermitian. The integrands of these integrals are notHermitian as discretized in the
way given in the proofs in appendix B. This is because the regions of integration are chosen in a non-symmetric
way. For example, the region of integration for ( )Sij

0 is chosen centered on the orbitalji, so the integrand is not

symmetric. It is simple to symmetrize the integrands, however. For example, for ( )Sij
0 we can add *( )( )Sji

0 and
divide by two. That ensures that the integrand is symmetric, with just a factor of two overhead in the number of
terms in the sum.

As a consequence of these Lemmas, we see that the terms of anyRiemann sum approximation to one of the
integrals that define theHamiltonian coefficients hij and hijkℓhave absolute values bounded by


j

m

j
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whereμ is the number of terms in the Riemann sumand d is the desired accuracy of the approximation. Herewe
have takenZq to be( )1 .

4.4.Decomposition into self-inverse operators
The truncated Taylor series strategy introduced in [42] requires that we can represent ourHamiltonian as a
weighted sumof unitaries. To do so, we follow a procedure in [43]which shows how1-sparsematrices can be
decomposed into a sumof self-inversematrices with eigenvalues±1. Specifically, we decompose each Àg r, into a
sumof zÎ Q Àg r g r ( )M max , , max 1-sparse unitarymatrices of the form

åzÀ » À ºg r g r g r
=

 ( )C 49
m

M

m, ,
1

, ,

where ζ is the desired precision of the decomposition.
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First, we construct a newmatrix Àg r
, by rounding each entry of Àg r, to the nearestmultiple of z2 , so that

 zÀ - Àg r g r 
, , max .We define zº Àg r g rC , , so that  z+ Àg r g r   C 1, max , max .We decompose each

g rC , into g r C , max 1-sparsematrices, indexed bym, with entries in -{ }0, 2, 2 , as follows:


º

+

- <g r
ab

g r
ab

g r
ab

⎧
⎨⎪

⎩⎪
( )C

C m

C m

2 2

2 2

0 otherwise.

50m, ,

,

,

Finally, we remove zero eigenvalues by further dividing each g rC m, , into twomatrices g rC m, , ,1 and g rC m, , ,2 with
entries in - +{ }0, 1, 1 . For every all-zero columnβ in g rC m, , , we chooseα so that a b( ), is the location of the
nonzero entry in columnβ in the originalmatrixg r, . Then thematrix g rC m, , ,1has+1 in the a b( ), position,
and g rC m, , ,2 has−1 in the a b( ), position. Thus, we have decomposed eachHγ into a sumof 1-sparse, unitary
matrices with eigenvalues±1.

Wenowuse a simplified notationwhere ℓ corresponds to the triples g( )s m, , , and À ºr g rℓ C m s, , , , .We
denote the number of values of ℓ by L, and canwrite theHamiltonian as a sumof m( )N M4 unitary, 1-sparse
matrices

å åz=
r

m

r
= =

( )
ℓ

ℓH . 51
L

1 1
,

That is, the decomposition is of the form in equation (2), but in this case ℓW is independent of ℓ.
To summarize, we decompose themolecularHamiltonian into a sumof self-inversematrices in four steps:

1. Decompose the molecular Hamiltonian into a sum of 1-sparse matrices using the bipartite graph coloring
given in appendix A, summarized in section 4.1.

2. Decompose these 1-sparse matrices further, such that each entry corresponds to a single term in the sum
overmolecular integrals. This does not change the number of terms, but simplifies calculations.

3. Discretize the integrals over a finite region of space, subject to the constraints and bounds given in [41].

4. Decompose into self-inverse operators by themethod proposed in [43].

This decomposition gives an overall gate count scaling contribution of h( )N2 2 .

5. TheCImatrix oracle

In this section, we discuss the construction of the circuit referred to in our introduction as ( )SELECT , which
applies the self-inverse operators in a controlledway. As discussed in [41], the truncated Taylor series technique
of [42] can be usedwith a selection oracle for an integrandwhich defines themolecularHamiltonian. This
methodwill then effect evolution under thisHamiltonianwith an exponential increase in precision over
Trotter-basedmethods. For clarity of exposition, we describe the construction of ( )SELECT in terms of two
smaller oracle circuits which can be queried to learn information about the 1-sparse unitary integrands. This
information is then used to evolve an arbitrary quantum state under a specific 1-sparse unitary.

Thefirst of the oracles described here is denoted as Qcol and is used to query information about the sparsity
pattern of a particular 1-sparseHermitianmatrix from equation (21). The second oracle is denoted as Qval and is
used to query information about the value of integrands for elements in theCImatrix.We construct Qval by
making calls to a circuit constructed in [41]where it is referred to as ‘ ( )wSAMPLE ’. The purpose of ( )wSAMPLE is
to sample the integrands of the one-electron and two-electron integrals hij and hijkℓ in equations (8) and (9). The
construction of ( )wSAMPLE in [41] requires

~( )N gates.
The oracle Qcol uses information from the index γ. The index γ is associatedwith the indices

( )a b i p a b j q, , , , , , ,1 1 2 2 which describe the sparsity structure of the 1-sparseHermitianmatrix gH according to

the decomposition in section 4.2. Qcol acts on a register specifying a color gñ∣ as well a register containing an
arbitrary row index añ∣ to reveal a column index bñ∣ so that the ordered pair (α,β) indexes the nonzero element
in rowα of gH ,

g a g a bñ ñ ñ = ñ ñ ñhÄ∣ ∣ ∣ ∣ ∣ ∣ ( )Q 0 . 52Ncol log

From the description in section 4.2, implementation of the unitary oracle Qcol is straightforward.
To construct ( )SELECT we need a second oracle that returns the value of thematrix elements in the

decomposition. This selection oracle is queriedwith a register gñ = ñ ñ ñℓ∣ ∣ ∣ ∣s m which specifies which part of the
1-sparse representationwewant, as well as a register rñ∣ which indexes the grid point ρ and registers añ∣ and bñ∣
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specifying the two Slater determinants. Specifically, the entries in the tuple identify the color (γ) of the 1-sparse
Hermitianmatrix fromwhich the 1-sparse unitarymatrix originated, which positive integer index ( m M ) it
corresponds to in the further decomposition of Àg r, into g rC m, , , andwhich part it corresponds to in the splitting
of g rC m, , into g rC m s, , , (where Î { }s 1, 2 ).

As a consequence of the Slater-Condon rules shown in equations (16)–(19), Qval can be constructed given
access to ( )wSAMPLE , which samples the integrand of the integrals in equations (8) and (9) [41]. Consistent with
the decomposition in section 4.2, the i and j indices in the register containing g = ( )i p j q, , , specify the
dissimilar spin-orbitals in añ∣ and bñ∣ that are needed in the integrands defined by the Slater-Condon rules;
therefore, the determination of which spin-orbitals differ between añ∣ and bñ∣ can bemade in( )Nlog time

(only the time needed to read their values from γ). As ( )wSAMPLE is comprised of
~( )N gates, Qval has time

complexity
~( )N and acts as

r a b r a bñ ñ ñ ñ = ñ ñ ñ ñr
abℓ ℓ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ( )ℓQ , 53val

,

where r
ab
ℓ, is the value of thematrix entry at a b( ), in the self-inversematrix rℓ, .When either añ∣ or bñ∣

represents an invalid Slater determinant (withmore than one occupation on any spin-obital), we take =r
ab
ℓ 0,

for a b¹ . This ensures there are no transitions into Slater determinants which violate the Pauli exclusion
principle. The choice of r

aa
ℓ, for invalidαwill not affect the result, because the statewill have noweight on the

invalid Slater determinants.
Having constructed the column and value oracles, we arefinally ready to construct ( )SELECT . This involves

implementing 1-sparse unitary operations. Themethodwe describe is related to the scheme presented in [52] for
evolution under 1-sparseHamiltonians, but is simplified due to the simpler formof the operators. As in
equation (4), ( )SELECT applies the term rℓ, in the 1-sparse unitary decomposition to thewavefunction yñ∣ .
Writing y añ = å ña a∣ ∣c , we require that ( )SELECT first call Qcol to obtain the columns,β, corresponding to
the rows,α, for the nonzero entries of theHamiltonian:

å

å

r y r a

r a b

ñ ñ ñ ñ ñ ñ ñ ñ

= ñ ñ ñ ñ

h

a
a

h

a
a

Ä Äℓ ℓ

ℓ

∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣

∣ ∣ ∣ ∣ ( )

c Q

c

0 0

. 54

N Nlog col log

Now thatwe have the row and columnof thematrix element, we apply Qval which causes each Slater determinant
to accumulate the phase factor = = a r

ab
ℓk 1, :

å å

å

r a b r a b

r a b

ñ ñ ñ ñ ñ ñ ñ ñ

= ñ ñ ñ ñ
a

a
a

a

a
a a

ℓ ℓ

ℓ

∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣

∣ ∣ ∣ ∣ ( )

c c Q

c k . 55

val

Next, we swap the locations ofα andβ in order to completemultiplication by the 1-sparse unitary,

å å

å

r a b r a b

r b a

ñ ñ ñ ñ ñ ñ ñ ñ

= ñ ñ ñ ñ
a

a a
a

a a

a
a a

ℓ ℓ

ℓ

∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣

∣ ∣ ∣ ∣ ( )

c k c k

c k

SWAP

. 56

Finally we apply Qcol again but this timeβ is in thefirst register. Since Qcol is self-inverse and alwaysmaps añ ñ∣ ∣b
to a bñ Å ñ∣ ∣b and bñ ñ∣ ∣b to b añ Å ñ∣ ∣b , this allows us to uncompute the ancilla register.



å å

å

r b a r b a

r b

y

ñ ñ ñ ñ ñ ñ ñ ñ

= ñ ñ ñ ñ

= ñ ñ ñ

a
a a

a
a a

a
a a

h

r
h

Ä

Ä

ℓ ℓ

ℓ

ℓ

∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣

∣ ∣ ∣ ∣

∣ ∣ ∣ ( )ℓ

c k c k Q

c k 0

0 . 57

N

N

col

log

,
log

Note that this approachworks regardless of whether the entry is on-diagonal or off-diagonal; we do not need
separate schemes for the two cases. The circuit for ( )SELECT is depicted infigure 2.

6. SimulatingHamiltonian evolution

The simulation techniquewe nowdiscuss is based on that of [42].We partition the total time t into r segments of
duration t/r. For each segment, we expand the evolution operator -e iHt r in a Taylor series up to orderK,
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å»
--

=

≔ ( )
!

( )U e
iHt r

k
. 58r

iHt r

k

K k

0

Provided   r H t , the total simulationwill have error nomore than ò for




Î

⎛
⎝⎜

⎞
⎠⎟

( )
( )

( )K
r

r

log

loglog
. 59

Using our full decomposition of theHamiltonian from equation (51) in the Taylor series formula of
equation (58), we obtain

 å å åz
»

-

r r

m

r r
= = =


 

( )
!

( )
ℓ ℓ

ℓ ℓU
it

r k
. 60r

k

K k

k

L

0 , , 1 , , 1
, ,

k k

k k

1 1

1 1

The sum in equation (60) takes the form

 

å b r r

b
z

= =

= - =

~

r r

 



ℓ ℓ( )

( )
!

( )ℓ ℓ

U V j k

V i
t

r k

, , , , , ,

, , 61

j
j j k k

j
k

j

k k

k

1 1

, ,k k1 1

where
~
U is close to unitary and theVj are unitary. Note that in contrast to [41], b 0j , consistent with the

convention used in [42]. Our simulationwillmake use of an ancillary ‘selection’ register ñ = ñ ñ ñℓ ℓ∣ ∣ ∣ ∣ ∣j k K1

r rñ ñ ∣ K1 for  k K0 , with  uℓ L1 and  r mu1 for all υ. It is convenient to encode k in unary, as
ñ = ñ-∣ ∣k 1 0k K k , which requiresQ( )K qubits. Additionally, we encode each ñℓ∣ k in binary usingQ( )Llog qubits

and each r ñ∣ k in binary using mQ( )log qubits.We denote the total number of ancilla qubits required as J, which
scales as




m

m
Î Q =

⎛
⎝⎜

⎞
⎠⎟( ( )) ( ) ( )

( )
( )J K L

L r

r
log

log log

loglog
. 62

To implement the truncated evolution operator in equation (61), wewish to prepare a superposition state
over j, then apply a controlledVj operator. Following the notation of [42], we denote the state preparation
operator asB, and it has the effect

ål
bñ = ñÄ∣ ∣ ( )B j0

1
, 63J

j
j

whereλ is a normalization factor.We can implementB in the followingway. Because k is encoded in unary, we
can prepare the required superposition over kwithK rotations and controlled rotations, in exactly the sameway
as described in [41]. In addition, we applyHadamard gates to every qubit in the ñuℓ∣ and r ñu∣ registers. This
requires m( ( ))K Llog gates; parallelizing theHadamard transforms leads to circuit depth( )K forB.

We thenwish to implement an operator to apply theVjwhich is referred to in [41, 42] as ( )VSELECT ,

y yñ ñ = ñ ñ( )∣ ∣ ∣ ∣ ( )V j j V . 64SELECT j

This operation can be applied using( )K queries to a controlled formof the oracle ( )SELECT defined in
section 5. One can apply ( )SELECT K times, using each of the ñuℓ∣ and r ñu∣ registers. Thus, given that ( )SELECT

requires
~( )N gates, our total gate count for ( )VSELECT is

~( )KN . Table 1 lists relevant parameters alongwith
their bounds, in terms of chemically relevant variables. Table 2 lists relevant operators and their gate counts.

As in [41, 42]we introduce the operator

  Ä Ä≔ ( ) ( )( ) ( )†B V B , 65SELECT

Figure 2.Circuit implementing ( )SELECT , which applies the term  r
( )ℓ z labeled by g=ℓ ( )m s, , in the unitary 1-sparse

decomposition to thewavefunction yñ∣ .
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 y
l

y
l

ñ ñ = ñ ñ + - Fñ~Ä Ä∣ ∣ ∣ ∣ ∣ ( )U0
1

0 1
1

, 66J J
2

where Fñ∣ is a state for which the selection register ancilla qubits are orthogonal to ñÄ∣0 J .We can then use an
oblivious amplitude amplification operator

   º - - -( ) ( ) ( )†G P P2 2 , 67

with = ñ á ÄÄ(∣ ∣)P 0 0 J . The sumof the absolute values of the coefficients in the self-inverse decomposition of
theHamiltonian in equation (51) is l z m= L . If we choose the number of segments as z m= ( )r L t ln 2 , then our
choice ofK as in equation (59) ensures that - Î~  ( )U U rr max , and hence [42]

y yñ ñ - ñ ñ Î ∣ ∣ ∣ ∣ ( ) ( )PG U r0 0 . 68r max

Then the total error due to oblivious amplitude amplification on all segments will be ( ). Therefore, the
complexity of the total algorithm is r times the complexity of implementing ( )VSELECT andB.While we

implementBwith gate count m( ( ))K Llog , our construction of ( )SELECT has gate count
~( )NK .

The gate count of our entire algorithmdepends crucially on r. Abovewe have taken  z mÎ ( )r L t where

Î G( ) ( )L M , 69

zÎ Q Àg r g r ( ) ( )M max , 70, , max

 hG Î ( ) ( )N . 712 2

As a result, wemay bound r as

 h mÎ Àg r g r ( ) ( )r N t max . 722 2
, , max

As a consequence of lemmas 1–3, m Àg r g r max , , max can be replacedwith

 j
j

d

⎛

⎝
⎜⎜

⎡
⎣
⎢⎢

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎤
⎦
⎥⎥

⎞

⎠
⎟⎟ ( )x

x
log , 73max

4
max
5 max

4
max
5 6

wherejmax is themaximumvalue taken by the orbitals, and xmax is the scaling of the spatial size of the orbitals.
To relate ò to d , in section 4.2 theHamiltonian is broken up into a sumof h( )N2 2 terms, each of which contains
one or two of the integrals. Therefore, the error in theHamiltonian is dh( )N2 2 . TheHamiltonian is simulated
for time t, so the resulting error in the simulationwill be d h( )t N2 2 . To ensure that the error is no greater
than ò, we should therefore choose d h= Q( ( ))t N2 2 . Sincewe are considering scalingwith large η andN, d
will be small and the conditions in equations (36), (40) and (44)will be satisfied. In addition, the conditions of
theorem1mean thatjmax and xmax are logarithmic inN. Hence one can take, omitting logarithmic factors,

 hÎ
~( ) ( )r N t . 742 2

The complexity ofB does not affect the scaling, because it is lower order inN. Therefore, our overall
algorithmhas gate count

Table 1.Taylor series simulation parameters and bounds.

Parameter Explanation Bound

r Number of time segments, equation (72) z m ( )L t ln 2

L Terms in unitary decomposition, equation (69)  h zÀg r g r ( )N max2 2
, , max

K Truncation point for Taylor series, equation (59) 


( )( )
( )

r

r

log

loglog

J Ancilla qubits in selection register, equation (62) mQ( ( ))K Llog

Table 2.Taylor series simulation operators and complexities.

Operator Purpose Gate count

( )SELECT Applies specified terms fromdecomposition, equation (4) 
~( )N

( )VSELECT Applies specified strings of terms, equation (64) 
~( )NK

B Prepares superposition state, equation (63)  m( ( ))K Llog

 Probabilistically performs simulation under Ht r , equation (65) 
~( )NK

P Projector onto ñÄ∣0 J state of selection register  m( ( ))K Llog

G Amplification operator to implement sumof unitaries, equation (67) 
~( )NK

( )PG r Entire algorithm 
~( )rNK
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  h=
~ ~( ) ( ) ( )rNK N t , 752 3

as stated in theorem1. This scaling represents an exponential improvement in precision as compared to Trotter-
basedmethods.However, we suspect that the actual scaling of these algorithms ismuch better for realmolecules,
just as has been observed for the Trotter-based algorithms [35, 36]. Furthermore, the approach detailed here
requires fewer qubits than any other approach to quantum simulation of chemistry in the literature.

7.Discussion

Wehave outlined amethod to simulate the quantum chemistryHamiltonian in a basis of Slater determinants
using recent advances from the universal simulation literature.Wefind an oracular decomposition of the
Hamiltonian into 1-sparsematrices based on an edge coloring routine first described in [11].We use that oracle
to simulate evolution under theHamiltonian using the truncated Taylor series technique described in [43].We
discretize the integrals which define entries of theCImatrix, and use the sumof unitaries approach to effectively
exponentially compress evaluation of these discretized integrals.

Asymptotic scalings suggest that the algorithms described in this paper series will allow for the quantum
simulation ofmuch largermolecular systems thanwould be possible using a Trotter-Suzuki decomposition.
Recent work [14, 31, 34–36] has demonstratedmarkedlymore efficient implementations of the original Trotter-
Suzuki-based quantum chemistry algorithm [2, 53]; similarly, we believe the implementations discussed here
can still be improved upon, and that numerical simulationswill be crucial to this task.

Finally, we note that the CImatrix simulation strategy discussed here opens up the possibility of an
interesting approach to adiabatic state preparation. An adiabatic algorithm for quantum chemistrywas
suggested in second quantization in [10] and studied further in [54]. However, thoseworks did not suggest a
compelling adiabatic path to take between an easy-to-prepare initial state (such as theHartree–Fock state) and
the ground state of the exactHamiltonian.Wenote that one could start the system in theHartree–Fock state,
and use theCImatrix oracles discussed in this paper to ‘turn on’ aHamiltonian having support over a number of
configuration basis states which increases smoothly with time.
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AppendixA.Decomposition into 1-sparsematrices

In [52], Aharonov andTa-Shmaconsidered theproblemof simulating anarbitraryd-sparseHamiltonianusing the
ability toquerybits of theHamiltonian.According to their prescription,we should imagine theHamiltonian as an
undirected graphwhere eachbasis state corresponds to anode and eachnonzeromatrix element *= ¹ab baH H 0
corresponds to an edgewhich connects node añ∣ to bñ∣ . Since an edge coloringof a graphusingΓ colors is equivalent
to thedivisionof that graph intoΓ sets of disjoint graphs of degree 1, this edge coloring represents a decompositionof
theHamiltonian intoΓ1-sparsematrices.Aharonov andTa-Shma showaprocedure for accomplishing the1-sparse
decompositionof any arbitraryd-sparsematrix usingQ( )d2 termsby coloring an arbitrary graphof degreedwith
Q( )d2 colors. This resultwas tightened fromQ( )d2 terms tod2 terms in [43]. Importantly,Aharonov andTa-Shma
also showedhow theseHamiltonians canbe efficiently simulatedusing anoracular schemebasedon theTrotter-
Suzuki decomposition.Toloui andLoveproposed aprocedure todecompose theCImatrix into  h= ( )d N2 2

1-sparsematrices [11], but that proposal does notwork as given.Weprovide an improvedprocedure that overcomes
theproblemwith theproposal in [11], and achieves a 1-sparse decomposition into h( )N2 2 terms.

For convenience of notation, we denote the occupied spin-orbitals for añ∣ by a a¼ h, ,1 , and the occupied
spin-orbitals for bñ∣ by b b¼ h, ,1 .We also drop the bra-ket notation for the lists of orbitals (Slater
determinants); that is, we denote the list of occupied orbitals for the left portion of the graph byα, and the list of
occupied orbitals for the right portion of the graph byβ.We require both these lists of spin-orbitals to be sorted
in ascending order. According to the Slater-Condon rules, thematrix element between two Slater determinants
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is zero unless the determinants differ by two spin-orbitals or less. Thus, two vertices (Slater determinants) in the
Hamiltonian graph are connected if and only if they differ by a single occupied orbital or two occupied orbitals.

In order to obtain the decomposition, for each color (corresponding to one of the resulting 1-sparse
matrices)weneed to be able to obtainβ fromα, and vice versa. Using the approach in [43], we take the
tensor product of theHamiltonianwith a sx operator. That is, we perform the simulation under the
Hamiltonian s Ä Hx , which is bipartite and has the same sparsity asH. The sx operator acts on the ancilla
register that determines whether we are in the left (α) or right (β) partition of the graph.We do this without
loss of generality as simulation underH can be recovered from simulation under s Ä Hx using the fact that

y y+ñ ñ = +ñ ñs- Ä -∣ ∣ ∣ ∣( )e ei H t iHtx [43].
In order for the graph coloring to be suitable for the quantum algorithm, for any given color wemust have a

procedure for obtainingβ givenα, and another procedure for obtainingα givenβ. For this to be a valid
graph coloring, the proceduremust be reversible, and different colorsmust not give the sameβ fromα or
vice versa.

To explain the decomposition, wewillfirst consider how it works forα andβdiffering by only a single spin-
orbital occupation.We are given a 4-tuple ℓ( )a b p, , , , where a and b are bits, ℓ is a number in the sorted list of
occupied orbitals, and p is a number that tells us howmany orbitals the starting orbital is shifted by.Our
notation here differs slightly from that in section 4, where i and jwere used in place of ℓ to represent the
positions of the two orbitals which differed: herewewill use i and j for a different purpose. To simplify the
discussion, we do not perform the additionmoduloN, and instead achieve the same effect by allowing p to take
positive and negative values. If adding p takes us beyond the list of allowable orbitals, then thematrix element
returned is zero, and the list of occupied orbitals is unchanged (corresponding to a diagonal element of the
Hamiltonian).Wewill also use the convention that a b= = 00 0 and a b= = +h h+ + N 11 1 . These values are
not explicitly stored, but rather are dummy values to use in the algorithmwhen ℓ goes beyond the range h¼1, , .

The register a tells uswhether the ℓ is forα orβ. To simplify the discussion, when a=0we take = ℓi , and
when a=1we take = ℓj . In either case, we require that b a= + pj i , but in the case a=0we are given i and
need towork out j, whereas in the case a=1we are given j and need towork out i. In particular, for a=0we
just take ai and add p to it. Then j is the newposition in the listβ, so b a= + pj i .

The general principle is that, if we are given i forα and need to determine j forβ, we require that
b b a a- -+ - + -j j i i1 1 1 1, (i.e. the spacing between orbitals is larger inβ than inα). Alternatively, if wewere

given j forβ and needed to determine a corresponding i forα, wewould require b b a a- < -+ - + -j j i i1 1 1 1

(i.e. the spacing between orbitals is larger inα than inβ). If the inequality is not consistent with the value of a (i.e.
we are proceeding in thewrong direction), then thematrix element for this term in the decomposition is taken to
be zero (in the graph there is no line of that color connecting the nodes). This procedure allows for a unique
connection between nodes, without double counting.

The reason for requiring these inequalities is that the list of orbitals with a larger spacingwill have less
ambiguity in the order of occupied orbitals. To reduce the number of terms in the decomposition, we are only
given i or j, but not both, sowe either need to be able to determine j from i givenβ, or i from j givenα.When the
spacing between the occupied orbitals forβ is larger, if we are givenβ and i there is less ambiguity in determining
j. In particular, when b b a a- -+ - + -j j i i1 1 1 1, there can be atmost two values of j that could have come
from i, and the bit b is then used to distinguish between them.

There are four different cases that we need to consider.

1.We are givenβ and need to determineα; a=0.

2.We are givenα and need to determineβ; a=0.

3.We are givenα and need to determineβ; a=1.

4.We are givenβ and need to determineα; a=1.

Nextwe explain the procedure for each of these cases in detail. In the followingwe use the terminology ‘INVALID’
to indicate thatwe need to return a b= and amatrix element of zero.

1. Given b and need to determine a =a; 0.
We are givenβ, but ℓ is the position in the list of occupied orbitals forα.We do not knowwhich is the bj to

subtract p from, sowe loop through all values as follows tofind a list of candidates forα, ã( )k .We define this as a
procedure sowe can use it later.

procedure FindAlphas

k=0
For h= ¼j 1, , :
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(Continued.)
Subtract p from bj and check that this yields a valid list of orbitals, in that b - pj does not yield an orbital number beyond the desired

range, or duplicate another orbital. That is:

If b h b b- Î ¼  " ¢ Î ¼ - ¹  =¢(( { }) ( { } )) ( )p N j p p1, , 1, , : 0j j j then

Sort the list of orbitals to obtain ã( )k , and denote by i the new position of b - pj in this list of occupied orbitals.

Check that the new value of i corresponds to ℓ, and that the spacing condition for a=0 is satisfied, as follows.
If b b a a=  - -+ - + -ℓ( ) ( ˜ ˜ )( ) ( )i j j i

k
i

k
1 1 1 1 then

 = +k k 1

end if
end if
end for
end procedure

After this procedure there is a list of atmost two candidates forα, and kwill correspond to howmany have been
found.Depending on the value of kweperform the following:

=k 0 We return INVALID.
=k 1 If b=0 then return a a= ˜ ( )0 , else return INVALID.
=k 2 Return a a= ˜ ( )b .

That is, if we have two possibilities forα, thenwe use b to choose between them. If there is only one, thenwe
only return that one if b=0 to avoid obtaining two colors that both linkα andβ.

2. Givenα and need to determineβ; a=0.
We are givenα, and =ℓ i is the position of the occupied orbital inα that is changed.We therefore add p to

ai and check that it gives a valid list of orbitals. Not only this, we need to check that wewould obtainα if wework
backwards from the resultingβ.

If a h a a+ Î ¼  " ¢ Î ¼ + ¹  =¢(( { }) ( { } )) ( )p N i p p1, , 1, , : 0i i i then

We sort the new list of occupied orbitals to obtain a candidate forβ, denoted b̃ .We next check that the spacing condition for a=0 is
satisfied.

If b b a a- -+ - + -( ˜ ˜ )j j i i1 1 1 1 then

Perform the procedure FindAlphas to find potential candidates forα that could be obtained from b̃ . There can only be 1 or 2 candidates
returned from this procedure.

If a a=  =  =  =(( ) ( )) (( ) ( ˜ ))( )k b k1 0 2 b then

return b b= ˜
else return INVALID

else return INVALID

else return INVALID

3. Givenα and need to determineβ; a=1.
This case is closely analogous to the case wherewe need to determineα fromβ, but a=0.We are givenα,

but ℓ is the position in the list of occupied orbitals forβ.We do not knowwhich is the ai to add p to, sowe loop

through all values as follows tofind a list of candidates forβ, b̃ ( )k .We define this as a procedure sowe can use it
later.

procedure FindBetas

k=0
For h= ¼i 1, , :

Add p to ai and check that this yields a valid list of orbitals, in that a + pi does not yield an orbital number beyond the desired range, or

duplicate another orbital. That is:

If a h a a+ Î ¼  " ¢ Î ¼ + ¹  =¢(( { }) ( { } )) ( )p N i p p1, , 1, , : 0i i i then
Sort the list of orbitals to obtain b̃ ( )k , and denote by j the newposition of a + pi in this list of occupied orbitals. Check that the new

value of j corresponds to ℓ, and that the spacing condition for a=1 is satisfied.
If b b a a=  - < -+ - + -ℓ( ) ( ˜ ˜ )( ) ( )

j j
k

j
k

i i1 1 1 1 then

 = +k k 1

end if
end if
end for end procedure

After this procedure there is a list of atmost two candidates forβ, and kwill correspond to howmany have
been found.Depending on the value of kwe perform the following:

=k 0 We return INVALID.
=k 1 If b=0 then return b b= ˜ ( )0 , else return INVALID.

=k 2 Return b b= ˜ ( )b .

18

QuantumSci. Technol. 3 (2018) 015006 RBabbush et al



That is, if we have two possibilities forβ, thenwe use b to choose between them. If there is only one, thenwe
only return that one if b=0 to avoid obtaining two colors that both linkα andβ.

4. Givenβ and need to determineα; a=1.
We are givenβ, and =ℓ j is the position of the occupied orbital inβ that is changed.We therefore subtract p

from bj and check that it gives a valid list of orbitals. Againwe also need to check consistency. That is, wework
back again from theα to check that we correctly obtainβ.

If b h b b- Î ¼  " ¢ Î ¼ - ¹  =¢(( { }) ( { } )) ( )p N j p p1, , 1, , : 0j j j then

We sort the new list of occupied orbitals to obtain a candidate forα, denoted ã.We next check that the spacing condition for a=1 is
satisfied.

If b b a a- < -+ - + -( ˜ ˜ )j j i i1 1 1 1 then

Perform the procedure FindBetas tofindpotential candidates forβ that could be obtained from ã. There can only be 1 or 2 candidates
returned from this procedure.

If b b=  =  =  =(( ) ( )) (( ) ( ˜ ))( )k b k1 0 2 b then

return a a= ˜
else return INVALID

else return INVALID

else return INVALID

To prove that this technique gives a valid coloring, we need to show that it is reversible and unique. Themost
important part to show is that, provided the spacing condition holds, the ambiguity is limited to two candidates
thatmay be resolved by the bit b.Wewill consider the case that >p 0; the analysis for <p 0 is equivalent.

Consider Case 1, wherewe are givenβ and need to determineα, but a=0. Thenwe take = ℓi , and need to
determine j. Let ¢j and ¢¢j be two potential values of j, with ¢ < ¢¢j j . For these to be potential values of j, theymust
satisfy

b a a- Î¢ - +( ) ( )p , , A1j i i1 1

b b a a- -¢+ ¢- + - ( ), A2j j i i1 1 1 1

b a a- Î¢¢ - +( ) ( )p , , A3j i i1 1

b b a a- -¢¢+ ¢¢- + - ( ). A4j j i i1 1 1 1

Condition (A1) is required because, for ¢j to be a potential value of j, b -¢ pj must correspond to an ai that is
between a -i 1 and a +i 1 (α is sorted in ascending order). Condition (A2) is the spacing condition for a=0.
Conditions (A3) and (A4) are simply the equivalent conditions for ¢¢j .

Next we consider howα is found fromβ. In the case where ¢ =j i, thenwe immediately know that
a b=- -i i1 1 and a b=+ +i i1 1. Then the conditions (A1) and (A2) become

b b b- Î¢ - +( ) ( )p , , A5j i i1 1

b b b b- -¢+ ¢- + - ( ). A6j j i i1 1 1 1

In the case that ¢ >j i, it is clear that a b=- -i i1 1 still holds.Moreover, in going from the sequence of occupied
orbitals forα to the sequence forβ, we have then removed ai, whichmeans that a +i 1hasmoved to position i.
That is to say, bi must be equal to a +i 1. Therefore, conditions (A1) and (A2) become

b b b- Î¢ -( ) ( )p , , A7j i i1

b b b b- -¢+ ¢- - ( ). A8j j i i1 1 1

In either case ( ¢ =j i or ¢ >j i), because ¢¢ > ¢j j , we know that ¢¢ >j i. Then the same considerations as for
¢ >j i hold, and conditions (A3) and (A4) become

b b b- Î¢¢ -( ) ( )p , , A9j i i1

b b b b- -¢¢+ ¢¢- - ( ). A10j j i i1 1 1

Using (A10)wehave




b b b b
b b b
b b b
b

- - + -
- + -

> + -
=

¢¢+ ¢¢- -

¢ -

- -

( )

p p

p

. A11

j j i i

j i i

i i i

i

1 1 1

1

1 1

In the second-last linewe have used b b- >¢ -pj i 1 from (A5) and (A7), and in the second line we have used
¢¢ > ¢j j . The inequality b b- >¢¢+ pj i1 means that b b b- Ï¢¢+ -( )p ,j i i1 1 , and therefore b ¢¢+j 1 could not have
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come from ai by adding p. That is because b ¢¢+j 1would have to satisfy a relation similar to (A9). In turn, any
> ¢¢ +j j 1will satisfy b b- >pj i, because the bk are sorted in ascending order.
The net result of this reasoning is that, if there are two ambiguous values of j, then there can be no third

ambiguous value. This is because, if we call the first two ambiguous values ¢j and ¢¢j , there can be nomore
ambiguous values for > ¢¢j j . Hence, if we have a bit bwhich tells uswhich of the two ambiguous values to
choose, then it resolves the ambiguity and enables us to unambiguously determineα, givenβ, p, and i.

Next consider Case 3, wherewewish to determineβ fromα, but a=1. In that case, we take = ℓj , and need
to determine i. That is, wewish to determine a value of i such that adding p to ai gives bj, and also require the
condition b b a a- < -+ - + -j j i i1 1 1 1. Now the situation is reversed; if we start withβ, thenwe can
immediately determineα, but if we haveα thenwe potentially need to considermultiple values of i and resolve
an ambiguity. In exactly the sameway as above, there are atmost two possible values of i, andwe distinguish
between these using the bit b.

In this case, we cannot have j=i, because that would imply that a b=k k for all ¹k j, and the condition
b b a a- < -+ - + -j j i i1 1 1 1would be violated. Therefore, consider two possible values of i, ¢i and ¢¢i , with
¢¢ < ¢ <i i j. The equivalents of the conditions in equations (A1) to (A4) are

a b b+ Î¢ - +( ) ( )p , , A12i j j1 1

b b a a- < -¢+ ¢- + - ( ), A13j j i i1 1 1 1

a b b+ Î¢¢ - +( ) ( )p , , A14i j j1 1

b b a a- < -¢¢+ ¢¢- + - ( ). A15j j i i1 1 1 1

Because ¢¢ < ¢ <i i j, using similar reasoning as before, we find that b a=+ +j j1 1 and b a=-j j1 . Thatmeans
that the conditions (A12) to (A15) become

a a a+ Î¢ +( ) ( )p , , A16i j j 1

a a a a- < -+ ¢+ ¢- ( ), A17j j i i1 1 1

a a a+ Î¢¢ +( ) ( )p , , A18i j j 1

a a a a- < -+ ¢¢+ ¢¢- ( ). A19j j i i1 1 1

Startingwith equation (A19)we obtain


a a a a

a a a
a a a
a b

+ < + - +
+ - +

< - +
= =

¢¢- ¢¢+ +

¢ +

+ +

- ( )

p p

p

. A20

i i j j

i j j

j j j

j j

1 1 1

1

1 1

1

Hence a +¢¢- pi 1 is not in the interval b b- +( ),j j1 1 , and therefore cannot give bj. Therefore there can be no third
ambiguous value, in the sameway as above for a=0.Hence the single bit b is again sufficient to distinguish
between any ambiguous values, and enables us to determineβ givenα, p, and j.

We now consider the requirement that the procedure is reversible. In particular, Case 1 needs to be the
reverse of Case 2, andCase 3 needs to be the reverse of Case 4. Consider starting from a particularβ and using the
method inCase 1.We have shown that the procedure FindAlphas inCase 1 can yield atmost two potential
candidates forα, and then one is chosen via the value of b. For the resultingα, adding p to ai will yield the
original set of occupied orbitalsβ.Moreover, the inequality b b a a- -+ - + -j j i i1 1 1 1must be satisfied
(otherwise Case 1would yield INVALID).

If Case 1 yieldsβ fromα, thenCase 2 should yieldβ givenα. Case 2 simply adds p to ai (where i is given),
whichwe know should yieldβ. Themethod inCase 2 also performs some checks, and outputs INVALID if those
fail. These checks are:

1. It checks thatβ is a valid list of orbitals, whichmust be satisfied becausewe startedwith a validβ.

2. It checks that b b a a- -+ - + -j j i i1 1 1 1, whichmust be satisfied for Case 1 to yieldα instead of INVALID.

3. It checks that using Case 1 on βwould yield α, which must be satisfied here because we considered initially
usingCase 1 to obtainα fromβ.

Thuswe see that, if Case 1 yieldsα fromβ, thenCase 2must yieldβ fromα.
Going the other way, and startingwithα and usingCase 2 tofindβ, a result other than INVALIDwill only be

provided if Case 1would yieldα from thatβ. Thuswe immediately know that if Case 2 providesβ fromα, then
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Case 1will provideα fromβ. Thismeans that themethods for Cases 1 and 2 are the inverses of each other, as
required. Via exactly the same reasoning, we can see that themethods inCases 3 and 4 are the inverses of each
other as well.

Next, consider the question of uniqueness. The color will be unique if we can determine the color from a pair
α,β. Givenα andβ, wewill see that all the occupied orbitals are identical, except one. Then the occupied orbitals
forα andβwhich are different will be i and j, respectively.We can then immediately set b a= -p j i for the
color.We can then compare b b-+ -j j1 1 and a a-+ -i i1 1.

If b b a a- -+ - + -j j i i1 1 1 1 then for the color a=0 and =ℓ i.We can thenfind howmany ambiguous
values ofα therewould be if we startedwithβ. Ifαwas obtained uniquely fromβ, thenwewould set b=0 for
the color. If therewere two ambiguous values ofα that could be obtained fromβ, then if thefirst was correct we
would set b=0, and if the secondwere correct thenwewould set b=1.

If b b a a- < -+ - + -j j i i1 1 1 1 then for the color a=1 and =ℓ j.We can thenfind howmany ambiguous
values ofβ therewould be if we startedwithα. Ifβwas obtained uniquely fromα, thenwewould set b=0 for
the color. If therewere two ambiguous values ofβ that could be obtained fromα, then if thefirst was correct we
would set b=0, and if the secondwere correct thenwewould set b=1. In this waywe can see that the pairα,β
yields a unique color, and therefore we have a valid coloring.

So farwe have considered the case whereα andβ differ by just one orbital for simplicity. For cases whereα
andβ differ by two orbitals, the procedure is similar.We nowneed to use the above reasoning to go fromα toβ
through some intermediate list of orbitalsχ. That is, we have one set of numbers ℓ( )a b p, , ,1 1 1 that tells us how
tofindχ fromα, then a second set of numbers ℓ( )a b q, , ,2 2 2 that tells us how to obtainβ fromχ.

First, it is easily seen that this procedure is reversible, because the steps for going fromα toχ toβ are
reversible. Second, we need to be able to determine the color fromα andβ. First, wefind the two occupied
orbitals forα andβ that differ. Call the different occupied orbitals forα, i1 and i2, and the different orbitals for
β, j1 and j2 (assume in ascending order so the labels are unique). Then there are four different ways that one
could go fromα toβ, through different intermediate statesχ.

1. a bi j1 1
then a bi j2 2

2. a bi j2 2
then a bi j1 1

3. a bi j1 2
then a bi j2 1

4. a bi j2 1
then a bi j1 2

To resolve this ambiguity we require that the color is obtained by assuming the first alternative that a bi j1 1

then a bi j2 2
. Thenα andβ yield a unique color. This also requires a slightmodification of the technique for

obtainingα fromβ and vice versa. First the color is used to obtain the pairα,β, then it is checkedwhether the
orbitals weremapped as in the first alternative above. If theywere not, then INVALID is returned.

To enable us to include thematrix elements whereα andβ differ by a single orbital or no orbitals with a
coloring by an 8-tuple g = ℓ ℓ( )a b p a b q, , , , , , ,1 1 1 2 2 2 , we can also allow p=0 (for only one differing) and
= =p q 0 (for a b= ). The overall number of terms in the decomposition is then h( )N2 2 .

Appendix B. Riemann sumapproximations ofHamiltonian coefficients

The aimof this appendix is to prove lemmas 1–3.We begin in appendix B.1with preliminarymatters that are
integral to the proofs themselves.We then prove the lemmas in appendixs B.2–B.4 respectively.

Throughout this appendix, we employ the following twonotational conventions.

1. The vector symbol

• refers to an element of IR3. We write • for the Euclidean length of


• . Thus


v refers to a

3-vector ofmagnitude v.We denote the zero vector as =


( )0 0, 0, 0 .We useÅ to denote vector
concatenation: if =

 ( )v v v v, ,1 2 3 and =
 ( )w w w w, ,1 2 3 , wewrite Å =

  ( )v w v v v w w w, , , , ,1 2 3 1 2 3 . The
gradient operator over IR6 is thenwritten as  Å 1 2.

2. If x is a positive real number and

v is a 3-vector, we write 

( )vx for the closed ball of radius x centered at

v

and 
( )vx for the closed cube of side length x2 centered at


v . Thus  Ì

 ( ) ( )v vx x and  Í
 ( ) ( )v vy x

whenever >y x .

This notationwill be used extensively andwithout comment inwhat follows.
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B.1. Preliminaries
The purpose of this subsection is to present two key discussions that will be needed atmany points in the proofs
of this appendix. First, in appendix B.1.1, we discuss the general structure of the proofs of lemmas 1–3. Second,
in appendix B.1.2, we prove an ancillary lemma (lemma 4) that we use several times.

The ancillary lemma offers bounds on the function


ò

m
L

-
-

m


 


( ) ≔ ( ) ( )
⧹ ( )

c
r

r c
r

exp
d , B1x,

IR 0x
3

whereμ is a positive real constant and

c is a constant vector. The lemma is stated as follows.

Lemma4. Suppose m and x are positive real numbers and Î

c IR3 is some constant vector. Then

p
m

L <m
m-( ) ( )c

c
e

16
, B2x

x
, 3

2

and for c x,

p
m

L <m
m-( ) ( )c e

8
. B3x

x
, 2

2

The function Lm
( )cx, appears in bounds derived in the proofs of lemmas 2 and 3. Although it is possible to

compute an analytic formula for the value of integral, the result is unwieldy. The bounds of lemma 4 are then
used to ensuremeaningfully expressed bounds on the Riemann sumapproximations.

B.1.1. Structure of the Proofs. The proofs of lemmas 1–3 each roughly follow a general structure consisting of
the following three stages, thoughwithminor deviations.

First stage:The domain of integration is truncated to a domainD. The size ofD is specified by a positive real
parameter x, which the conditions of the lemmas ensure is at least xmax.We then bound the error due to the
truncation

ò òd -
   ≔ ( ) ( ) ( )f r r f r rd d , B4

D
trunc

IRd

where f : IR IRd refers to the relevant integrand.
Second stage:We specify a Riemann sum that is designed to approximate this truncated integral and give a

bound on the error dRiemann of this Riemann sum approximation.We specify the number of terms in the
Riemann sum in order to give the bound onμ in the lemma.We also give a bound on the absolute value of each
term in the Riemann sumusing the value of x specified in thefirst stage.

Third stage: In thefinal stage of each proof, we bound the total error

ò åd -
  ≔ ( ) ( ) ( ) ( )f r r f r Td vol B5

T
Ttotal

IRd

via the triangle inequality as

d d d+ ( ). B6total trunc Riemann

Our choice of x then ensures that the error is bounded by d .
To bemore specific about the approach in the second stage, we partitionD into regionsT, and the Riemann

sumapproximates the integral over eachTwith the value of the integrandmultiplied by the volume ofT. The
error due to this approximation is bounded by observing the following. Suppose f : IR IRd is once-
differentiable and ¢f

max
is a bound on its first derivative. If


rT is any element ofT, wewill seek to bound the error

of the approximation

ò »
  ( ) ( ) ( ) ( )f r r f r Td vol , B7

T
T

where ( )Tvol is the d-dimensional hypervolume of the setT. The error of this approximation is

òd -
  ≔ [ ( ) ( )] ( )f r f r rd , B8T

T
T

which can be bounded as follows:

  òd - - ¢ -
Î Î

        ∣ ( ) ( )∣ ∣ ( ) ( )∣ ( ) ( ) ( )f r f r r f r f r T f r r Td max vol max vol B9T
T

T
r T

T
r T

Tmax
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where

ò= ¢ = 
   ( ) ( ) ( )T r f f rvol d , max . B10

T r
max

Wewill choose the points

rT in the centers of the regionsT, so that

d ¢ ( ) ( ) ( )f T T
1

2
diam vol , B11T max

where

-
Î
   ( ) ≔ ( )T r rdiam max . B12

r r T,
1 2

1 2

TheRiemann sumapproximations we definewill then take the form

ò å»
  ( ) ( ) ( ) ( )f r r f r Td vol , B13

D T
T

and the error of this approximation is

ò åd -
  ≔ ( ) ( ) ( ) ( )f r r f r Td vol , B14

D T
TRiemann

which can be bounded via the triangle inequality as

 åd d ¢ ( )( ) ( ) ( )f D T
1

2
vol max diam . B15

T
T

T
Riemann max

B.1.2. Proof of lemma 4. We prove the lemmaby deriving exact formulae for Lm
( )cx, in the cases c x and

>c x and then deriving bounds on these formulae that have simpler functional forms.
To derive exact formulae for Lm

( )cx, , we use the Laplace expansion

å å
-

= -
=

¥

=-
- 

 ( ) ( ) ( ) ( )
ℓ ℓ

ℓ

ℓ ℓ
r c

I r R c
1

1 , B16
m

m
m m

0
, ,

where ℓR m, and ℓI m, refer to the regular and irregular solid spherical harmonic functions, respectively, and
r c. That is to say,

p
q f

+


ℓ
( ) ≔ ( ) ( )ℓ

ℓ
ℓR r r Y

4

2 1
, B17m m, ,

and

p
q f

+ +


ℓ

( ) ≔ ( ) ( )ℓ ℓ ℓI r
r

Y
4

2 1

1
, , B18m m, 1 ,

where

q f
p

q
+ -

+
fℓ ℓ

ℓ
( ) ≔ ( )!

( )!
( ) ( )ℓ ℓY

m

m
e P,

2 1

4
cos B19m

im m
,

are the spherical harmonics (see section 14.30(i) in [55]), ℓPm are the associated Legendre polynomials, and θ and
f are respectively the polar and azimuthal angles of


r . Via equation (8) of section 14.30(ii) in [55], we have

ò òf q q f q
p
d d=

p p
( ) ( )ℓ ℓI

r
d d , sin

4
B20m m

0

2

0
, ,0 ,0

and

ò òf q q f q pd d=
p p

( ) ( )ℓ ℓRd d , sin 4 , B21m m
0

2

0
, ,0 ,0

where da b, denotes theKronecker delta.
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If c x:


ò

ò

å å

p

p
m m

L = -

=

= +

m
m

m

m

=

¥

=-

-
-

¥
-

-

   





⎛
⎝⎜

⎞
⎠⎟

( ) ( ) ( ) ( )

( )

( )

ℓ ℓ

ℓ

ℓ ℓ
⧹ ( )

c R c r e I r

R c r re

x
e

1 d

4 d

4
1

. B22

x
m

m
m

r
m

x

r

x

,
0

,
IR 0

,

0,0

2

x
3

Equation (B3) follows from the fact that + <- -( )z e e1 2z z 2 for all >z 0.
If >c x:

 

 

ò

òå å

m

p
m m m m m m

L - L =
-
-

= -

= + + - + +

m m

m

m m

=

¥
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-
-

- -

  
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 

 

⎡
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⎛
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⎞
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⎞
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⎤
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wherewe use the fact that + + <- -( )z z e e2 2 z z2 2 for any >z 0 and the fact that

p
m m

L = +m
m- ⎛

⎝⎜
⎞
⎠⎟( ) ( )c

c
e4

1
, B25c

c
, 2
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Therefore the bound equation (B2) holds for c x as well.

B.2. Proof of lemma1
Our proof for lemma 1 roughly follows the three stages presented in appendix B.1.1.Herewe give the proof in
summary form and relegate some of the details to the later subsections.

B.2.1. First stage for lemma 1. Thefirst part of the proof corresponds to thefirst stage discussed in
appendix B.1.1.We choose
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The condition equation (36) ensures that x x0 max .We show in appendix B.2.5 that the error due to this
truncation can be bounded as
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B.2.2. Green’s identity for lemma 1. The next part of the proof is specific to lemma 1, and is not one of the
general stages outlined in appendix B.1.1. The integral is given in the formwith a second derivative of an orbital,
whichmeans that to bound the errorwewould need additional bounds on the third derivatives of the orbitals.
We have not assumed such bounds, sowewould like to reexpress the integral in terms of first derivatives before
approximating it as a Riemann sum.Wehave already truncated the domain, though, sowewill obtain terms
from the boundary of the truncated domain.

We reexpress the integral viaGreenʼs first identity, which gives
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where Vd and

Sd are the volume and oriented surface elements, respectively, and ¶D0 is the boundary ofD0.

The reasonwhywe do notmake this change before truncating the domain is that we have notmade any
assumptions on the rate of decay of the derivatives of the orbitals.We define
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B.2.3. Second stage for lemma 1. Next we consider the discretization into a Riemann sum for lemma 1.We
define
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expression in equation (38) of lemma 1 then follows immediately.
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where the second inequality follows from equation (29). Using the value of x0 in equation (B28) in
equation (B38), each term in the sumhas the upper bound on its absolute value (corresponding to equation (39)
in lemma 1)
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We show (in appendix B.2.7) that
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B.2.4. Third stage for lemma 1. In thefinal part of the proof of lemma 1we show that the total error is properly
bounded. By the triangle inequality, we have
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Wecan satisfy this inequality with x0 given by equation (B28). This last step completes our proof. The remainder
of this subsection gives the details for some of the steps above.

B.2.5. Bounding d( )
trunc
0 for lemma 1. Observe first that

* *


 ò òd j j j j= -  
     

∣ ( ) ( )∣ ∣ ( )∣∣ ( )∣ ∣ ( )∣∣ ( )∣ ( )( ) ( ) ( )

⧹ ⧹ ( )
S S D r r r r r rIR

1

2
d

1

2
d , B45ij ij

D
i j

c
i jtrunc

0 0 3 0
0

IR

2

IR

2

x i
3

0
3

where the last inequality follows from the fact that  Ì
( )c Dx i 0. Using this fact togetherwith assumptions 2 and

3 from section 4.3, we have


 òd

g j
a-

-   


⎛
⎝⎜

⎞
⎠⎟ ( )( )

⧹ ( )x

r c

x
r

2
exp d . B46

c

i
trunc
0 2 max

2

max
2

IR maxx i
3

0

We simplify this expression by expressing

r in polar coordinates with center


ci. After integrating over the solid

angles, we have

 òd pg
j a

¥
- ( )( )

x
s e s2 d . B47

x

s x
trunc
0

2
max
2

max
2

2

0

max

Noting that

ò m m m m
= + + <m m m

¥
- - -

⎛
⎝⎜

⎞
⎠⎟ ( )s e s

x x
e ed

2 2 4
, B48

x

s x x2 0
2

0
2 3 3

2

0

0 0

wehave

d
pg
a

j
a

< -
⎛
⎝⎜

⎞
⎠⎟ ( )( ) x

x

x

8
exp

2
. B49trunc

0 2
3 max

2
max

0

max

B.2.6. Bounding d( )
Green
0 for lemma 1. Using equations (B30) and (B32)wehave
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We further observe that -  r c xi for all Î ¶

r D0, and the cubewith side length x2 has surface area x24 2,

giving
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wherewe have noted <- -z e e12 26z z2 2 for all >z 0.

B.2.7. Bounding d( )
Riemann
0 . First we bound the derivative of the integrand.We use the chain rule, the triangle

inequality, equation (29) and equation (30) tofind
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B.3. Proof of lemma2
For this proof, the discretization into the Riemann sumwill be performed differently depending onwhether
spin-orbital i is considered distant fromor nearby to nucleus q. If the nucleus is far from the spin-orbital, the
singularity in the integrand is not inside our truncated domain of integration andwe need not take special care
with it. Otherwise, we can remove the singularity by defining spherical polar coordinates centered at the nucleus.
In each case, we select different truncated integration domains and therefore different Riemann sums.

We focus on the center of spin-orbital i for simplicity; in principle, the center of spin-orbital j could also be
taken into account.

B.3.1. First stage for lemma 2. We again start by truncating the domain of integration.We select
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B.3.2. Second stage for lemma 2with Cartesian coordinates. Nowwe consider in the discretization of the integral
for the case that - +

  R c x x3q i 1 max , so orbital i can be regarded as distant from the nucleus.We set
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3 terms.We also use this expression forN1 in the case
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B.3.3. Second stage for lemma 2with spherical polar coordinates. Next we consider discretization of the integral
for the casewhere - < +

  R c x x3q i 1 max , so orbital i is nearby the nucleus.We express
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where the inequality follows from equation (27). Again this expression is upper bounded by equation (B71), so
substituting our value of x1 from equation (B57) gives the upper bound in equation (43).
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B.3.4. Third stage for lemma 2. We again finish the proof by showing that the total error is bounded by d . From
equation (B6), we have
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1, ,non singular 1, 3

1, ,non singular trunc
1, ,non singular

Riemann
1, ,non singular

 d d d- +≔ ∣ ( ) ∣ ( )( ) ( ) ( ) ( )S IR . B83q
ij

q
q

q q
total
1, ,singular 1, 3

1, ,singular trunc
1, ,singular

Riemann
1, ,singular

Wehave given a bound that holds simultaneously for both d -( )q
trunc
1, ,non singular and d( )q

trunc
1, ,singular , andwe have given a

bound for d( )q
Riemann
1, ,singular that is larger (as a function of x) than our bound for d -( )q

Riemann
1, ,non singular .We are therefore able

to assert that the error of our Riemann sumapproximation, nomatter whichwe choose, is always bounded
above by

j
a

-
⎛
⎝⎜

⎞
⎠⎟ ( )K Z x

x

x
exp

2
, B84q1 max

2
max
2 1

max

where

p
a

a g+ + +≔ ( ) ( ) ( )K
2

5 1 1121 8 2 . B851

2

3 1

Wehave found two different upper bounds on themagnitudes of the terms in the Riemann sums given in
equations (B70) and (B80). Finally, we note that by substituting our value of x1 from equation (B57), this
expression is upper bounded by d . This last step completes our proof of lemma 2. The remainder of this
subsection gives the details for some of the steps above.

B.3.5. Bounding d( )q
trunc
1, for lemma 2. Notefirst that  Ì -

( )c Dx i q1, ,non singular1
and  Ì

( )c Dx i q1, ,singular1
. To see the

latter, note thatwe only consider D q1, ,singular in the case that - +
  R c x x3q i 1 max , which implies that


 - + - + + <

Î

  

    ( ) ( )
( )

R r x R c x x xmax 3 1 4 . B86
r c

q q i1 1 max 1
x i1
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Aswe have

* *


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for anyD such that  Ì
( )c Dx i , wemay compute


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-
= L -a
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q
c
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q
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1,
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2

IR
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2

,
x i

i

3
1

max

max 1

where the functionΛ is as defined in equation (B1) and the inequality follows from equation (28). By lemma 4, in
the case - >

  R c xq i 1wehave

d
p
a

j
a

p
a

j
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<
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2
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where the second inequality follows from x x1 max. In the case -
  R c xq i 1we can use

d
p
a

j
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⎛
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Wecan add the bounds tofind, in general, that

d
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8
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2
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B.3.6. Bounding d -( )q
Riemann
1, ,non singular for lemma 2. Following appendix B.1.1, we note that

=-( ) ( )D xvol 8 B92q1, ,non singular 1
3

and

=-( ) ( )( )T x Ndiam 2 3 B93
k

q1, ,non singular
1 1

for each

k .We can bound the derivative of the integrand using the product rule and the triangle inequality as

follows:

* * * *
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
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2 1 , B94i j
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q
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2

where the last inequality follows from equations (27) and (29), as well as the fact that -
 R r xq max for any

Î -

r D q1, ,non singular. From equations (B15) and (B65), and noting ⌈ ⌉z z1 1 , we have

 d g
j

g j
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+ + -- ⎛
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q qRiemann
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1
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B.3.7. Bounding d( )q
Riemann
1, ,singular for lemma 2. Recalling that we are using a non-standardmetric to evaluate the

volumes and diameters of sets, we find

p=( ) ( )Dvol 2 B96q1, ,singular
2

and

p= +( ) ( )( )T
N

diam
1

5 1 . B97
k

q1, ,singular

1

2

By equation (B15), it remains tofind a bound on the derivative of f1. Throughout this subsection, wewrite ¢f
max

for this bound.
To bound this derivative, we consider the gradient in three different ways. First there is , which is the

gradient with respect to the unscaled position coordinates. Second there is s, which is the gradient with respect
to the spherical polar coordinates, but just taking the derivatives with respect to each coordinate. That is,

q f


¶
¶

¶
¶

¶
¶

⎛
⎝⎜

⎞
⎠⎟≔ ( )

s
, , . B98s
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Weuse this becausewe are treating the coordinates like theywere Euclidean for the discretized integral. Third,
there is the usual gradient in spherical polar coordinates,

q q f
¢ ¶

¶
¶
¶

¶
¶

⎛
⎝⎜

⎞
⎠⎟≔ ( )

s s s
,

1
,

1

sin
. B99s

Becausewe consider Î [ ]s 0, 1 , the components of the gradient s are upper bounded by the components of the
gradient ¢s. Therefore

j j + ¢ +  
   

[ ( )] [ ( )] ( )x s R x s R4 4 . B100s j q s j q1 1

The restriction on themagnitude of the gradient in equation (29) holds on the usual gradient in spherical polar
coordinates. Thismeans that

j j g
j
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4 4 4 4 . B101s j q j q1 1 1 1 1
max

max

Using these results, we have
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Thuswe have the bound

 g j¢ +
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Wenow can give a bound for our approximation to ( )( )S Dij
q1,

1,singular . Using the above definitions of ¢f
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,
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q1, ,singular , we have
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Using equation (B65) and noting ⌈ ⌉z z1 1 , we have
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1
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1

1

max
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2
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2 1
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wherewe have used x x1 max .

B.4. Proof of lemma3
As in appendix B.3, we separate our proof into two cases, depending onwhether the singularity of the integrand
is relevant or not. If the orbitals i and j are distant, then the singularity is unimportant andwe can use rectangular
coordinates. If these orbitals are nearby, thenwe use spherical polar coordinates to eliminate the singularity
from the integrand.We do not consider the distance between the orbitals k and ℓ in order to simplify the
analysis.

B.4.1. First stage for lemma 3. Again thefirst stage is to truncate the domain of integration.We take

a

j

d

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟≔ ( )x

x K x
log B1062

max 2 max
4

max
5

to be the size of the truncation region. The condition in equation (44) ensures that x xmax.We regard the
orbitals as distant if - + c c x x2 3i j 2 max. Thenwe take the truncation region

 ´-
 ≔ ( ) ( ) ( )D c c . B107x i x j2,non singular 2 2
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Otherwise, if the orbitals are nearbywe take the truncation region

 Å Î - Î z
      

≔ { ∣ ( ) ( )} ( )D r r r c r r, 0 , B108x i x2,singular 1 2 1 1 22 2

Where z +≔ 2 3 3. The error in thefirst case is

d --
-≔ ∣ ( ) ( )∣ ( )ℓ ℓ

( ) ( ) ( )S S DIR B109ijk ijktrunc
2,non singular 2 6 2

2,non singular

and the error in the second case is

d -≔ ∣ ( ) ( )∣ ( )ℓ ℓ
( ) ( ) ( )S S DIR . B110ijk ijktrunc
2,singular 2 6 2

2,singular

Themaximumerror for either case is denoted

d d d-≔ { } ( )( ) ( ) ( )max , . B111trunc
2

trunc
2,non singular

trunc
2,singular

Weupper bound this error in appendix B.4.5 as

d
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x

128
2 exp . B112trunc

2
6 max

4
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B.4.2. Second stage for lemma 3with Cartesian coordinates. The second stage for the proof of lemma 3 is to
discretize the integrals into Riemann sums. In this subsectionwe consider the case that orbitals i and j are distant,
sowewish to approximate the truncated integral -( )ℓ

( )S Dijk
2

2,non singular . In the next subsectionwe consider

discretization in the case where orbitals i and j are nearby, andwewish to approximate ( )ℓ
( )S Dijk
2

2,singular . Each

sum contains m = N2
6 terms, where

a
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The same value ofN2 will be used for spherical polar coordinates. Using the value of x2 from equation (B106)
gives

j
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Since m = N2
6 is the number of terms in either Riemann sum,we obtain the lower bound onμ in equation (46)

of lemma 3.
We approximate -( )ℓ

( )S Dijk
2

2,non singular with the sum
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Thuswe have partitioned -D2,non singular intoμ equal-sized regions that overlap on sets ofmeasure zero. Each
termof -2,non singular has absolute value no greater than
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where the inequality follows from equation (27) and the fact that the distance between 
( )cx i and 

( )cx j is no
smaller than xmax if - + c c x x2 3i j 2 max. This expression is upper bounded by

m
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x

1
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4

max
2
6

Substituting our value of x2 from equation (B106) shows that no termhas absolute value greater than
(corresponding to equation (47) in lemma 3)
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We show in appendix B.4.6 that the errormay be bounded as
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B.4.3. Second stage for lemma 3with spherical polar coordinates. In this subsectionwe discretize the integral
( )ℓ

( )S Dijk
2

2,singular for the case of nearby orbitals.We introduce the following definition for convenience inwhat
follows:

*h j j¢ ¢
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Nowwe define our Riemann sum:
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is not the volume of D2,singular considered under the usual Euclideanmetric, as in equation (B79).We need to use
this non-standard volume because the Jacobian introduced by changing fromCartesian to spherical polar
coordinates was absorbed into the definition of our integrand f2. Therefore, each term in theRiemann sumhas
absolute value no greater than
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where the inequality follows from equation (27) applied to the definition of f2 in terms of h ℓi and hjk . Again this
expression is upper bounded by equation (B136) and substituting our value of x2 yields the upper bound in
equation (47).

We show in appendix B.4.7 that

d p g j a- < + -
⎛
⎝⎜

⎞
⎠⎟≔ ∣ ( ) ∣ ( ) ( )ℓ

( ) ( )S D x
x

x
2161 20 2 exp . B131ijkRiemann

2,singular 2
2,singular 2,singular

2
1 max

4
max
5 2

max

B.4.4. Third stage for lemma 3. Lastly we show that the error is properly bounded. From equation (B6), we have

 d d d- +-
-

- -≔ ∣ ( ) ∣ ( )ℓ
( ) ( ) ( ) ( )S IR B132ijktotal
2,non singular 2 6

2,non singular trunc
2,non singular

Riemann
2,non singular

and

 d d d- +≔ ∣ ( ) ∣ ( )ℓ
( ) ( ) ( ) ( )S IR . B133ijktotal
2,singular 2 6

2,singular trunc
2,singular

Riemann
2,singular

Wehave given a bound that holds simultaneously for both d -( )
trunc
2,non singular and d( )

trunc
2,singular , andwe have given a

bound for d( )
Riemann
2,singular that is larger (as a function of x2) than our bound for d -( )

Riemann
2,non singular .We are therefore able to

assert that the error of our Riemann sumapproximation, nomatter whichwe choose, is always bounded above
by

j a-
⎛
⎝⎜

⎞
⎠⎟ ( )K x

x

x
exp , B1342 max

4
max
5 2

max

where

p
a

a p g+ + +≔ ( ) ( ) ( )K
128

2 2161 20 2 . B1352 6
2

1

Wehave also found that the terms in the Riemann sum are upper bounded by equations (B118) and (B130) in
the two cases. A bound that will hold for both is given by

m
p

j
´ ( )

x
x

1
672 , B1362 max

4

max
2
6

Then substituting our value of x2 from equation (B106) shows that the error is upper bounded by d . This last step
completes our proof of lemma 3. The remainder of this subsection gives the details for some of the steps above.

B.4.5. Bounding d( )
trunc
2 for lemma 3. Note that  ´

 ( ) ( )c cx i x j2 2
is a subset of both -D2,non singular and D2,singular.

The former is immediately apparent. To see the latter, observe that - < + c c x x2 3i j 2 max implies that the
maximumpossible value of -  r r1 2 for any Î

 ( )r cx i1 and Î
 ( )r cx j2 is

 z+ + + =( )x x x x x2 3 2 2 3 32 2 max 2 2. Therefore,
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wherewe have used equation (28) and, with the change of variables = -
  
s r ci1 , the definition ofΛ from

equation (B1). By lemma 4, for + -   s c c xi j 2 we get
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In either case we then get
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B.4.6. Bounding d -( )
Riemann
2,non singular for lemma 3. Following appendix B.1.1, we note that

=-( ) ( )D xvol 64 B1432,non singular 2
6

and

 = + =-  
   ( ) ( ( )) ( ( )) ( )( )T r r x Ndiam diam diam 2 6 B144
k k x N k x N k,

2,non singular 2 2
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1 2
2 2 1 2 2 2

for each

k1 and


k2. Tofind a bound on d

-( )
Riemann
2,non singular , it only remains tofind a bound on the derivative of the

integrand.
To bound the derivative of the integrand, wefirst find bounds on the gradients of the numerator and the

denominator separately. The gradient of the numerator can be bounded using the product rule and triangle
inequality, as well as equations (27) and (29):
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The gradient of the denominator can be computed directly:
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Again by the product rule and the triangle inequality,
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The last inequality follows fromour assumption that - > + c c x x2 3i j 2 max, which implies that the
distance between 

( )cx i2
and 
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is greater than xmax. Therefore,
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B.4.7. Bounding d( )
Riemann
2,singular for lemma 3. Following appendix B.1.1, we again note that p=( )Dvol 162,singular

2.
We also observe that
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wherewe are again treating the variables s, θ andf formally as Euclidean coordinates instead of spherical polar. It
then remains to bound the derivative of the integrand
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The derivative of the integral is bounded as follows. Define  = ¶
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where the last inequality follows from equation (27).We also have
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where  in the second-to-last inequality refers to the gradient operator expressed in the usual basis and the final
inequality follows from equation (29). Finally, we have
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wherewe have again used the product rule and the triangle inequality and, in the last inequality, equation (27).
We have also used the bounds on the gradient operator t in the samewas as in appendix B.3.7.We note that

q ( )t sin 2t , h z g j - +    ( ( ))x s x t c x x2s jk i2 2 1 max
2

max (as above) and

* *

*







h z

j z j z j z j z

z j j z z j j z

z g
j

 - +

- +  - + + - +  - +

 - + +  - +

    
               

         

( )

∣ ( )∣ ( ) ∣ ( )∣ ( )

( ) ( )

( )

x s x t c

x s x t c x s x t c x s x t c x s x t c

x x s x t c x x s x t c

x
x

2 .

B154

t jk i

k i t j i j i t k i

j i k i

2 2

2 2 2 2 2 2 2 2

2 max 2 2 2 max 2 2

2 1
max
2

max

In summary, we have shown
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