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Epidemics of seasonal influenza are a major public health concern, causing tens of millions

of respiratory illnesses and 250,000 to 500,000 deaths worldwide each year1. In addition

to seasonal influenza, a new strain of influenza virus against which no prior immunity

exists and that demonstrates human-to-human transmission could result in a pandemic

with millions of fatalities2. Early detection of disease activity, when followed by a rapid

response, can reduce the impact of both seasonal and pandemic influenza3, 4. One way

to improve early detection is to monitor health-seeking behavior in the form of online

web search queries, which are submitted by millions of users around the world each day.

Here we present a method of analyzing large numbers of Google search queries to track

influenza-like illness in a population. Because the relative frequency of certain queries is

highly correlated with the percentage of physician visits in which a patient presents with

influenza-like symptoms, we can accurately estimate the current level of weekly influenza

activity in each region of the United States, with a reporting lag of about one day. This

approach may make it possible to utilize search queries to detect influenza epidemics in

areas with a large population of web search users.
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Traditional surveillance systems, including those employed by the U.S. Centers for Dis-

ease Control and Prevention (CDC) and the European Influenza Surveillance Scheme (EISS),

rely on both virologic and clinical data, including influenza-like illness (ILI) physician visits.

CDC publishes national and regional data from these surveillance systems on a weekly basis,

typically with a 1-2 week reporting lag.

In an attempt to provide faster detection, innovative surveillance systems have been cre-

ated to monitor indirect signals of influenza activity, such as call volume to telephone triage

advice lines5 and over-the-counter drug sales6. About 90 million American adults are believed

to search online for information about specific diseases or medical problems each year7, mak-

ing web search queries a uniquely valuable source of information about health trends. Previous

attempts at using online activity for influenza surveillance have counted search queries submit-

ted to a Swedish medical website8, visitors to certain pages on a U.S. health website9, and user

clicks on a search keyword advertisement in Canada10.

Our proposed system builds on these earlier attempts by utilizing considerably more data:

hundreds of billions of individual searches from five years of Google web search logs. This

enables us to create more comprehensive models for use in influenza surveillance, with regional

and state-level estimates of influenza-like illness (ILI) activity in the United States. Widespread

global usage of online search engines may enable models to eventually be developed in inter-

national settings.

By aggregating historical logs of online web search queries submitted between 2003 and

2008, we computed time series of weekly counts for 50 million of the most common search
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queries in the United States. Separate aggregate weekly counts were kept for every query in

each state. No information about the identity of any user was retained. Each time series was

normalized by dividing the count for each query in a particular week by the total number of

online search queries submitted in that location during the week, resulting in a query fraction

(Supplementary Figure 1).

We sought to develop a simple model which estimates the probability that a random physi-

cian visit in a particular region is related to an influenza-like illness (ILI); this is equivalent to

the percentage of ILI-related physician visits. A single explanatory variable was used: the prob-

ability that a random search query submitted from the same region is ILI-related, as determined

by an automated method described below. We fit a linear model using the log-odds of an ILI

physician visit and the log-odds of an ILI-related search query: logit(I(t)) = α×logit(Q(t))+ε,

where I(t) is the percentage of ILI physician visits,Q(t) is the ILI-related query fraction at time

t, α is the multiplicative coefficient, and ε is the error term. logit(p) is simply ln(p/(1− p)).

Publicly available historical data from the CDC’s U.S. Influenza Sentinel Provider Surveil-

lance Network11 was used to help build our models. For each of the nine surveillance regions

of the United States, CDC reported the average percentage of all outpatient visits to sentinel

providers that were ILI-related on a weekly basis. No data were provided for weeks outside of

the annual influenza season, and we excluded such dates from model fitting, though our model

was used to generate unvalidated ILI estimates for these weeks.

We designed an automated method of selecting ILI-related search queries, requiring no

prior knowledge about influenza. We measured how effectively our model would fit the CDC
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ILI data in each region if we used only a single query as the explanatory variable, Q(t). Each

of the 50 million candidate queries in our database was separately tested in this manner, to

identify the search queries which could most accurately model the CDC ILI visit percentage

in each region. Our approach rewarded queries which exhibited regional variations similar to

the regional variations in CDC ILI data: the chance that a random search query can fit the ILI

percentage in all nine regions is considerably less than the chance that a random search query

can fit a single location (Supplementary Figure 2).

The automated query selection process produced a list of the highest scoring search

queries, sorted by mean Z-transformed correlation across the nine regions. To decide which

queries would be included in the ILI-related query fraction, Q(t), we considered different sets

of N top scoring queries. We measured the performance of these models based on the sum of

the queries in each set, and picked N such that we obtained the best fit against out-of-sample

ILI data across the nine regions (Figure 1).

Results

Combining the N=45 highest-scoring queries was found to obtain the best fit. These 45 search

queries, though selected automatically, appeared to be consistently related to influenza-like

illnesses. Other search queries in the top 100, not included in our model, included topics like

“high school basketball” which tend to coincide with influenza season in the United States

(Table 1).

Using this ILI-related query fraction as the explanatory variable, we fit a final linear model
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to weekly ILI percentages between 2003 and 2007 for all nine regions together, thus learning

a single, region-independent coefficient. The model was able to obtain a good fit with CDC-

reported ILI percentages, with a mean correlation of 0.90 (min=0.80, max=0.96, n=9 regions)

(Figure 2).

The final model was validated on 42 points per region of previously untested data from

2007-2008, which were excluded from all prior steps. Estimates generated for these 42 points

obtained a mean correlation of 0.97 (min=0.92, max=0.99, n=9 regions) with the CDC-observed

ILI percentages.

Throughout the 2007-2008 influenza season, we used preliminary versions of our model to

generate ILI estimates, and shared our results each week with the Epidemiology and Prevention

Branch of Influenza Division at CDC to evaluate timeliness and accuracy. Figure 3 illustrates

data available at different points throughout the season. Across the nine regions, we were able

to consistently estimate the current ILI percentage 1-2 weeks ahead of the publication of reports

by the CDC’s U.S. Influenza Sentinel Provider Surveillance Network.

Because localized influenza surveillance is particularly useful for public health planning,

we sought to further validate our model against weekly ILI percentages for individual states.

CDC does not make state-level data publicly available, but we validated our model against

state-reported ILI percentages provided by the state of Utah, and obtained a correlation of 0.90

across 42 validation points (Supplementary Figure 3).
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Discussion

Google web search queries can be used to accurately estimate influenza-like illness percentages

in each of the nine public health regions of the United States. Because search queries can be

processed quickly, the resulting ILI estimates were consistently 1-2 weeks ahead of CDC ILI

surveillance reports. The early detection provided by this approach may become an important

line of defense against future influenza epidemics in the United States, and perhaps eventually

in international settings.

Up-to-date influenza estimates may enable public health officials and health professionals

to better respond to seasonal epidemics. If a region experiences an early, sharp increase in ILI

physician visits, it may be possible to focus additional resources on that region to identify the

etiology of the outbreak, providing extra vaccine capacity or raising local media awareness as

necessary.

This system is not designed to be a replacement for traditional surveillance networks or

supplant the need for laboratory-based diagnoses and surveillance. Notable increases in ILI-

related search activity may indicate a need for public health inquiry to identify the pathogen or

pathogens involved. Demographic data, often provided by traditional surveillance, cannot be

obtained using search queries.

In the event that a pandemic-causing strain of influenza emerges, accurate and early de-

tection of ILI percentages may enable public health officials to mount a more effective early

response. Though we cannot be certain how search engine users will behave in such a scenario,
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affected individuals may submit the same ILI-related search queries used in our model. Al-

ternatively, panic and concern among healthy individuals may cause a surge in the ILI-related

query fraction and exaggerated estimates of the ongoing ILI percentage.

The search queries in our model are not, of course, exclusively submitted by users who

are experiencing influenza-like symptoms, and the correlations we observe are only meaningful

across large populations. Despite strong historical correlations, our system remains susceptible

to false alerts caused by a sudden increase in ILI-related queries. An unusual event, such as a

drug recall for a popular cold or flu remedy, could cause such a false alert.

Conclusion

Search engine queries can be utilized to rapidly survey influenza activity in large user popula-

tions. Harnessing the collective intelligence of millions of users, Google web search logs can

provide one of the most timely, broad reaching influenza monitoring systems available today.

While traditional systems require 1-2 weeks to gather and process surveillance data, our esti-

mates are current each day. As with other syndromic surveillance systems, the data are most

useful as a means to spur further investigation and collection of direct measures of disease

activity.

This system will be used to track the spread of influenza-like illness throughout the 2008-

2009 influenza season in the United States. Results are freely available online at http://www.google.org/flutrends.
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Methods

Privacy. At Google, we recognize that privacy is important. None of the queries in our project’s

database can be associated with a particular individual. Our project’s database retains no infor-

mation about the identity, IP address, or specific physical location of any user. Furthermore,

any original web search logs older than 9 months are being anonymized in accordance with

Google’s Privacy Policy (http://www.google.com/privacypolicy.html).

Search query database. For the purposes of our database, a search query is a complete, ex-

act sequence of terms issued by a Google search user; we don’t combine linguistic variations,

synonyms, cross-language translations, misspellings, or subsequences, though we hope to ex-

plore these options in future work. For example, we tallied the search query “indications of flu”

separately from the search queries “flu indications” and “indications of the flu”.

Our database of queries contains 50 million of the most common search queries on all

possible topics, without pre-filtering. Billions of queries occurred infrequently and were ex-

cluded. Using the internet protocol (IP) address associated with each search query, the general

physical location from which the query originated can often be identified, including the nearest

major city if within the United States.

Automated query selection process. In the query selection process, we fit per-query models

using all weeks between September 28, 2003 and March 11, 2007 (inclusive) for which CDC

reported a non-zero ILI percentage, yielding 128 training points for each region (each week is

one data point). 42 additional weeks of data (March 18, 2007 through May 11, 2008) were re-

served for final validation, as explained below. Search query data before 2003 was not available
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for this project.

Using linear regression with 4-fold cross validation, we fit models to four 96-point subsets

of the 128 points in each region. Each per-query model was validated by measuring the cor-

relation between the model’s estimates for the 32 held-out points and CDC’s reported regional

ILI percentage at those points. Temporal lags were considered, but ultimately not used in our

modeling process.

Each candidate search query was evaluated nine times, once per region, using the search

data originating from a particular region to explain the ILI percentage in that region. With four

cross-validation folds per region, we obtained 36 different correlations between the candidate

model’s estimates and the observed ILI percentages. To combine these into a single measure

of the candidate query’s performance, we applied the Fisher Z-transformation12 to each corre-

lation, and took the mean of the 36 Z-transformed correlations.

Computation and pre-filtering. In total, we fit 450 million different models to test each of the

candidate queries. We used a distributed computing framework13 to efficiently divide the work

among hundreds of machines. The amount of computation required could have been reduced by

making assumptions about which queries might be correlated with ILI. For example, we could

have attempted to eliminate non-influenza-related queries before fitting any models. However,

we were concerned that aggressive filtering might accidentally eliminate valuable data. Fur-

thermore, if the highest-scoring queries seemed entirely unrelated to influenza, it would provide

evidence that our query selection approach was invalid.
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Constructing the ILI-related query fraction. We concluded the query selection process by

choosing to keep the search queries whose models obtained the highest mean Z-transformed

correlations across regions: these queries were deemed to be “ILI-related”.

To combine the selected search queries into a single aggregate variable, we summed the

query fractions on a regional basis, yielding our estimate of the ILI-related query fraction,Q(t),

in each region. Note that the same set of queries was selected for each region.

Fitting and validating a final model. We fit one final univariate model, used for making es-

timates in any region or state based on the ILI-related query fraction from that region or state.

We regressed over 1152 points, combining all 128 training points used in the query selection

process from each of the nine regions. We validated the accuracy of this final model by measur-

ing its performance on 42 additional weeks of previously untested data in each region, from the

most recently available time period (March 18, 2007 through May 11, 2008). These 42 points

represent approximately 25% of the total data available for the project, the first 75% of which

was used for query selection and model fitting.

State-level model validation. To evaluate the accuracy of state-level ILI estimates generated

using our final model, we compared our estimates against weekly ILI percentages provided by

the state of Utah. Because the model was fit using regional data through March 11, 2007, we

validated our Utah ILI estimates using 42 weeks of previously untested data, from the most

recently available time period (March 18, 2007 through May 11, 2008).
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Top 45 Queries Next 55 Queries

Search Query Topic N Weighted N Weighted

Influenza Complication 11 18.15 5 3.40

Cold/Flu Remedy 8 5.05 6 5.03

General Influenza Symptoms 5 2.60 1 0.07

Term for Influenza 4 3.74 6 0.30

Specific Influenza Symptom 4 2.54 6 3.74

Symptoms of an Influenza Complication 4 2.21 2 0.92

Antibiotic Medication 3 6.23 3 3.17

General Influenza Remedies 2 0.18 1 0.32

Symptoms of a Related Disease 2 1.66 2 0.77

Antiviral Medication 1 0.39 1 0.74

Related Disease 1 6.66 3 3.77

Unrelated to Influenza 0 0.00 19 28.37

45 49.40 55 50.60

Table 1: Topics found in search queries which were found to be most correlated with

CDC ILI data. The top 45 queries were used in our final model; the next 55 queries are

presented for comparison purposes. The number of queries in each topic is indicated,

as well as query volume-weighted counts, reflecting the relative frequency of queries

in each topic
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Figure 1 An evaluation of how many top-scoring queries to include in the ILI-related

query fraction. Maximal performance at estimating out-of-sample points during cross-

validation was obtained by summing the top 45 search queries. A steep drop in model

performance occurs after adding query 81, which is “oscar nominations”.

Figure 2 A comparison of model estimates for the Mid-Atlantic Region against CDC-

reported ILI percentages, including points over which the model was fit and validated.

A correlation of 0.85 was obtained over 128 points from this region to which the model

was fit, while a correlation of 0.96 was obtained over 42 validation points. 95% predic-

tion intervals are indicated.

Figure 3 ILI percentages estimated by our model (black) and provided by CDC (red)

in the Mid-Atlantic region, showing data available at four points in the 2007-2008 in-

fluenza season. During week 5, we detected a sharply increasing ILI percentage in

the Mid-Atlantic region; similarly, on March 3, our model indicated that the peak ILI

percentage had been reached during week 8, with sharp declines in weeks 9 and 10.

Both results were later confirmed by CDC ILI data.
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