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Abstract. We present a generalization of the Perceptron algorithm. The new al-
gorithm performs a Perceptron-style update whenever the margin of an example
is smaller than a predefined value. We derive worst case mistake bounds for our
algorithm. As a byproduct we obtain a new mistake bound for the Perceptron
algorithm in the inseparable case. We describe a multiclassextension of the algo-
rithm. This extension is used in an experimental evaluationin which we compare
the proposed algorithm to the Perceptron algorithm.

1 Introduction

The Perceptron algorithm [1, 15, 14] is a well studied and popular classification learn-
ing algorithm. Despite its age and simplicity it has proven to be quite effective in prac-
tical problems, even when compared to the state-of-the-artlarge margin algorithms [9].
The Perceptron maintains a single hyperplane which separates positive instances from
negative ones. Another influential learning paradigm whichemploys separating hyper-
planes is Vapnik’s Support Vector Machine (SVM) [16]. Learning algorithms for SVMs
use quadratic programming for finding a separating hyperplane attaining the maximal
margin. Interestingly, theanalysisof the Perceptron algorithm [14] also employs the
notion of margin. However, the algorithm itself does not exploit any margin informa-
tion. In this paper we try to draw a connection between the twoapproaches by analyzing
a variant of the Perceptron algorithm, called Ballseptron,which utilizes the margin. As
a byproduct, we also get a new analysis for the original Perceptron algorithm.

While the Perceptron algorithm can be used as linear programming solver [4] and
can be converted to a batch learning algorithm [9], it was originally studied in theon-
line learning model which is also the main focus of our paper. In online learning, the
learner receives instances in a sequential manner while outputting a prediction after
each observed instance. For concreteness, letX =

�n denote our instance space and
let Y = {+1,−1} denote our label space. Our primary goal is to learn a classification
functionf : X → Y. We confine most of our discussion to linear classification func-
tions. That is,f takes the formf(x) = sign(w·x) wherew is a weight vector in

�n . We
briefly discuss in later sections how to use Mercer kernels with the proposed algorithm.
Online algorithms work in rounds. On roundt an online algorithm receives an instance
xt and predicts a label̂yt according to its current classification functionft : X → Y. In
our case,̂yt = ft(xt) = sign(wt · xt), wherewt is the current weight vector used by
the algorithm. The true labelyt is then revealed and the online algorithm may update



its classification function. The goal of the online algorithm is to minimize its cumula-
tive number of prediction mistakes which we denote byε. The Perceptron initializes its
weight vector to be the zero vector and employs the update rule wt+1 = wt + τtytxt

whereτt = 1 if ŷt 6= yt andτt = 0 otherwise.
Several authors [14, 3, 13] have shown that whenever the Perceptron is presented

with a sequence of linearly separable examples, it suffers abounded number of pre-
diction mistakes which does not depend on the length of the sequence of examples.
Formally, let(x1, y1), . . . , (xT , yT ) be a sequence of instance-label pairs. Assume that
there exists a unit vectoru (‖u‖ = 1) and a positive scalarγ > 0 such that for all
t, yt(u · xt) ≥ γ. In words,u separates the instance space into two half-spaces such
that positively labeled instances reside in one half-spacewhile the negatively labeled
instances belong to the second half-space. Moreover, the distance of each instance to
the separating hyperplane{x : u · x = 0}, is at leastγ. We refer toγ as the margin
attained byu on the sequence of examples. Throughout the paper we assume that the
instances are of bounded norm and letR = maxt ‖xt‖ denote the largest norm of an
instance in the input sequence. The number of prediction mistakes,ε, the Perceptron
algorithm makes on the sequence of examples is at most

ε ≤
(

R

γ

)2

. (1)

Interestingly, neither the dimensionality ofX nor the number of examples directly effect
this mistake bound. Freund and Schapire [9] relaxed the separability assumption and
presented an analysis for the inseparable case. Their mistake bound depends on the
hinge-lossattained by any vectoru. Formally, letu be any unit vector (‖u‖ = 1).
The hinge-loss ofu with respect to an instance-label pair(xt, yt) is defined as̀ t =
max{0, γ − ytu · xt} whereγ is a fixed target margin value. This definition implies
that `t = 0 if xt lies in the half-space corresponding toyt and its distance from the
separating hyperplane is at leastγ. Otherwise,̀ t increases linearly with−yt(u·xt). Let
D2 denote the two-norm of the sequence of hinge-losses suffered byu on the sequence
of examples,

D2 =

(

T
∑

t=1

`2
t

)1/2

. (2)

Freund and Schapire [9] have shown that the number of prediction mistakes the Percep-
tron algorithm makes on the sequence of examples is at most,

ε ≤
(

R + D2

γ

)2

. (3)

This mistake bound does not assume that the data is linearly separable. However, when-
ever the data is linearly separable with marginγ, D2 is 0 and the bound reduces to the
bound given in Eq. (1). In this paper we also provide analysisin terms of the one-norm
of the hinge losses which we denote byD1 and is defined as,

D1 =

T
∑

t=1

`t . (4)
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Fig. 1. An illustration of the three modes constituting the Ballseptron’s update. The pointx is
labeled+1 and can be in one of three positions. Left:x is classified correctly byw with a margin
greater thanr. Middle: x is classified incorrectly byw. Right: x is classified correctly but the
ball of radiusr is intersected by the separating hyper-plane. The pointx̂ is used for updatingw.

While the analysis of the Perceptron employs the notion of separation with margin,
the Perceptron algorithm itself is oblivious to the absolute value of the margin attained
by any of the examples. Specifically, the Perceptron does notmodify the hyperplane
used for classification even for instances whose margin is very small so long as the pre-
dicted label is correct. While this property of the Perceptron has numerous advantages
(see for example [8]) it also introduces some deficiencies which spurred work on algo-
rithms that incorporate the notion of margin (see the references below). For instance, if
we know that the data is linearly separable with a margin value γ we can deduce that
our current hyperplane is not optimal and make use of this fact in updating the current
hyperplane. In the next section we present an algorithm thatupdates its weight vector
whenever it either makes aprediction mistakeor suffers amargin error. Formally, let
r be a positive scalar. We say that the algorithm suffers a margin error with respect to
r if the current instancext is correctly classified but it lies too close to the separating
hyper-plane, that is,

0 < yt

(

wt

‖wt‖
· xt

)

≤ r . (5)

Analogously to the definition ofε, we denote bỹε the number of margin errors our
algorithm suffers on the sequence of examples.

Numerous online margin-based learning algorithms share similarities with the work
presented in this paper. See for instance [12, 10, 11, 2, 5]. Many of the algorithms can be
viewed as variants and enhancements of the Perceptron algorithm. However, the mistake
bounds derived for these algorithms are not directly comparable to that of the Percep-
tron, especially when the examples are not linearly separable. In contrast, under certain
conditions discussed in the sequel, the mistake bound for the algorithm described in
this paper is superior to that of the Perceptron. Moreover, our analysis carries over to
the original Perceptron algorithm.

The paper is organized as follows. We start in Sec. 2 with a description of our new
online algorithm, the Ballseptron. In Sec. 3 we analyze the algorithm using the mistake
bound model and discuss the implications on the original Perceptron algorithm. Next, in
Sec. 4, we describe a multiclass extension of the Ballseptron algorithm. This extension
is used in Sec. 5 in which we present few experimental resultsthat underscore some of
the algorithmic properties of the Ballseptron algorithm inthe light of its formal analysis.
Finally, we discuss possible future directions in Sec. 6.



2 The Ballseptron algorithm

PARAMETER: radiusr
INITIALIZE : w1 = 0

For t = 1, 2, . . .
Receive an instancext

Predict:ŷt = sign(wt · xt)
If yt(wt · xt) ≤ 0

Update:wt+1 = wt + ytxt

Else If yt(wt · xt)/‖wt‖ ≤ r
Set:x̂t = xt − ytrwt/‖wt‖
Update:wt+1 = wt + ytx̂t

Else // No margin mistake
Update:wt+1 = wt

End
Endfor

Fig. 2. The Ballseptron algorithm.

In this section we present the Ballseptron algo-
rithm which is a simple generalization of the clas-
sical Perceptron algorithm. As in the Perceptron
algorithm, we maintain a single vector which is
initially set to be the zero vector. On roundt, we
first receive an instancext and output a prediction
according to the current vector,ŷt = sign(wt·xt).
We then receive the correct labelyt. In case of a
prediction mistake, i.e.̂yt 6= yt, we suffer a unit
loss and updatewt by adding to it the vectorytxt.
The updated vector constitutes the classifier to be
used on the next round, thuswt+1 = wt + ytxt.
In contrast to the Perceptron algorithm, we also
update the classifier whenever the margin attained
onxt is smaller than a pre-specified parameterr.
Formally, denote byB(xt, r) the ball of radiusr
centered atxt. We impose the assumption that all
the points inB(xt, r) must have the same label as
the centerxt (see also [6]). We now check if there is a point inB(xt, r) which is mis-
classified bywt. If such a point exists thenwt intersectsB(xt, r) into two parts. We
now generate a pseudo-instance, denotedx̂t which corresponds to the point inB(xt, r)
attaining the worst (negative) margin with respect towt. (See Fig. 1 for an illustration.)
This is obtained by movingr units away fromxt in the direction of−ytwt, that is
x̂t = xt − ytr

‖wt‖
wt. To show this formally, we solve the following constrained mini-

mization problem,
x̂t = argmin

x∈B(xt,r)

yt(wt · x) . (6)

To find x̂t we recast the constraintx ∈ B(xt, r) as‖x − xt‖2 ≤ r2. Note that both
the objective functionyt(wt · x) and the constraint‖x − xt‖2 ≤ r2 are convex inx.
In addition, the relative interior of theB(xt, r) is not empty. Thus, Slater’s optimality
conditions hold and we can find̂xt by examining the saddle point of the problem’s
Lagrangian which is,L(x, α) = yt(wt ·x)+α

(

‖x− xt‖2 − r2
)

. Taking the derivative
of the Lagrangian w.r.t. each of the components ofx and setting the resulting vector to
zero gives,

ytwt + 2α(x − xt) = 0 . (7)

Sinceyt(wt · xt) > 0 (otherwise, we simply undergo a simple Perceptron update)
we have thatwt 6= 0 andα > 0. Hence we get that the solution of Eq. (7) isx̂t =
xt − (yt/2α)wt. To find α we use the complementary slackness condition. That is,
sinceα > 0 we must have that‖x− xt‖ = r. Replacingx− xt with −ytwt/(2α), the
slackness condition yields that,‖wt‖

2α = r which let us express12α as r
‖wt‖

. We thus get
thatx̂t = xt − ytr

‖wt‖
wt. By construction, ifyt(wt · x̂t) > 0 we know that all the points

in the ball of radiusr centered atxt are correctly classified and we setwt+1 = wt.



(See also the left-most plot in Fig. 1.) If on the other handyt(wt · x̂t) ≤ 0 (right-most
plot in Fig. 1) we usêxt as a pseudo-example and setwt+1 = wt + ytx̂t.

Note that we can rewrite the conditionyt(wt · x̂t) ≤ 0 asyt(wt · xt)/‖wt‖ ≤ r.
The pseudocode of the Ballseptron algorithm is given in Fig.2. and an illustration of
the different cases encountered by the algorithm is given inFig. 1. Last, we would
like to note in passing thatwt can be written as a linear combination of the instances,
wt =

∑t−1
i=1 αtxt, and therefore,wt ·xt =

∑t−1
i=1 αi(xi ·xt). The inner productsxi ·xt

can be replaced with an inner products defined via a Mercer kernel,K(xi,xt), without
any further changes to our derivation. Since the analysis inthe next section does not
depend on the dimensionality of the instances, all of the formal results still hold when
the algorithm is used in conjunction with kernel functions.

3 Analysis

In this section we analyze the Ballseptron algorithm. Analogous to the Perceptron
bounds, the bounds that we obtain do not depend on the dimension of the instances
but rather on the geometry of the problem expressed via the margin of the instances
and the radius of the sphere enclosing the instances. As mentioned above, most of our
analysis carries over to the original Perceptron algorithmand we therefore dedicate the
last part of this section to a discussion of the implicationsfor the original Perceptron
algorithm. A desirable property of the Ballseptron would have been that it does not
make more prediction mistakes than the Perceptron algorithm. Unfortunately, without
any restrictions on the radiusr that the Ballseptron algorithm employs, such a property
cannot be guaranteed. For example, suppose that the instances are drawn from

�
and

all the input-label pairs in the sequence(x1, y1), . . . , (xT , yT ) are the same and equal
to (x, y) = (1, 1). The Perceptron algorithm makes a single mistake on this sequence.
However, if the radiusr that is relayed to the Ballseptron algorithm is2 then the algo-
rithm would makeT/2 prediction mistakes on the sequence. The crux of this failure
to achieve a small number of mistakes is due to the fact that the radiusr was set to
an excessively large value. To achieve a good mistake bound we need to ensure that
r is set to be less than the target marginγ employed by the competing hypothesisu.
Indeed, our first theorem implies that the Ballseptron attains the same mistake bound as
the Perceptron algorithm provided thatr is small enough.

Theorem 1. Let (x1, y1), . . . , (xT , yT ) be a sequence of instance-label pairs where
xt ∈

�n , yt ∈ {−1, +1}, and‖xt‖ ≤ R for all t. Letu ∈ �n be a vector whose norm
is 1, 0 < γ ≤ R an arbitrary scalar, and denotèt = max{0, γ − ytu · xt}. Let D2

be as defined by Eq. (2). Assume that the Ballseptron algorithm is run with a parameter
r which satisfies0 ≤ r < (

√
2 − 1) γ. Then, the number of prediction mistakes the

Ballseptron makes on the sequence is at most,

(

R + D2

γ

)2

.

Proof. We prove the theorem by boundingwT+1 ·u from below and above while com-
paring the two bounds. Starting with the upper bound, we needto examine three differ-



ent cases for everyt. If yt(wt · xt) ≤ 0 thenwt+1 = wt + ytxt and therefore,

‖wt+1‖2 = ‖wt‖2 + ‖xt‖2 + 2yt(wt · xt) ≤ ‖wt‖2 + ‖xt‖2 ≤ ‖wt‖2 + R2 .

In the second case whereyt(wt · xt) > 0 yet the Ballseptron suffers a margin mistake,
we know thatyt(wt · x̂t) ≤ 0 and thus get

‖wt+1‖2 = ‖wt + ytx̂t‖2 = ‖wt‖2 + ‖x̂t‖2 + 2yt(wt · x̂t) ≤ ‖wt‖2 + ‖x̂t‖2 .

Recall that̂xt = xt − ytrwt/‖wt‖ and therefore,

‖x̂t‖2 = ‖xt‖2 + r2 − 2ytr(xt · wt)/‖wt‖ < ‖xt‖2 + r2 ≤ R2 + r2 .

Finally in the third case whereyt(wt · x̂t) > 0 we have‖wt+1‖2 = ‖wt‖2. We can
summarize the three different scenarios by defining two variables:τt ∈ {0, 1} which
is 1 iff yt(wt · xt) ≤ 0 and similarlyτ̃t ∈ {0, 1} which is1 iff yt(wt · xt) > 0 and
yt(wt · x̂t) ≤ 0. Unraveling the bound on the norm ofwT+1 while using the definitions
of τt andτ̃t gives,

‖wT+1‖2 ≤ R2
T
∑

t=1

τt + (R2 + r2)

T
∑

t=1

τ̃t .

Let us now denote byε =
∑T

t=1 τt the number of mistakes the Ballseptron makes and
analogously bỹε =

∑T
t=1 τ̃t the number of margin errors of the Ballseptron. Using the

two definitions along with the Cauchy-Schwartz inequality yields that,

wT+1 · u ≤ ‖wT+1‖ ‖u‖ = ‖wT+1‖ ≤
√

εR2 + ε̃(R2 + r2) . (8)

This provides us with an upper bound onwT+1 · u. We now turn to derive a lower
bound onwT+1 · u. As in the derivation of the upper bound, we need to consider three
cases. The definition of̀t immediately implies that̀t ≥ γ − ytxt · u. Hence, in the
first case (a prediction mistake), we can boundwt+1 · u as follows,

wt+1 · u = (wt + ytxt) · u ≥ wt · u + γ − `t ,

In the second case (a margin error) the Ballseptron’s updateiswt+1 = wt+ytx̂t which
results in the following bound,

wt+1 · u = (wt + ytx̂t) · u =

(

wt + ytxt − r
wt

‖wt‖

)

· u

≥ wt · u + γ − `t − r

(

wt

‖wt‖
· u
)

.

Since the norm ofu is assumed to be1, by using Cauchy-Schwartz inequality we can
bound wt

‖wt‖
·u by 1. We thus get that,wt+1 ·u ≥ wt ·u+γ− `t−r. Finally, on rounds

for which there was neither a prediction mistake nor a marginerror we immediately get



that,wt+1 ·u = wt ·u. Combining the three cases while using the definitions ofτt, τ̃t, ε
andε̃ we get that,

wT+1 · u ≥ εγ + ε̃(γ − r) −
T
∑

t=1

(τt + τ̃t)`t . (9)

We now apply Cauchy-Schwartz inequality once more to obtainthat,

T
∑

t=1

(τt + τ̃t)`t ≤
(

T
∑

t=1

(τt + τ̃t)
2

)

1
2
(

T
∑

t=1

(`t)
2

)

1
2

= D2

√
ε + ε̃ .

Combining the above inequality with Eq. (9) we get the following lower bound on
wT+1 · u,

wT+1 · u ≥ εγ + ε̃(γ − r) − D2

√
ε + ε̃ . (10)

We now tie the lower bound onwT+1 · u from Eq. (10) with the upper bound
from Eq. (8) to obtain that,

√

εR2 + ε̃(R2 + r2) ≥ εγ + ε̃(γ − r) − D2

√
ε + ε̃ . (11)

Let us now denote byg(ε, ε̃) the difference between the two sides of the above equation,
that is,

g(ε, ε̃) = εγ + ε̃(γ − r) −
√

εR2 + ε̃(R2 + r2) − D2

√
ε + ε̃ . (12)

Eq. (11) implies thatg(ε, ε̃) ≤ 0 for the particular values ofε and ε̃ obtained by
the Ballseptron algorithm. We now use the this fact to show that ε cannot exceed
((R + D2)/γ)

2. First note that if̃ε = 0 theng is a quadratic function in
√

ε and there-
fore

√
ε is at most the positive root of the equationg(ε, 0) = 0 which is(R + D2)/γ.

We thus get,

g(ε, 0) ≤ 0 ⇒ ε ≤
(

R + D2

γ

)2

.

If ε̃ ≥ 1 andε + ε̃ ≤ ((R + D2)/γ)2 then the bound stated in the theorem immediately
holds. Therefore, we only need to analyze the case in whichε̃ ≥ 1 andε + ε̃ > ((R +
D2)/γ)2. In this case we derive the mistake bound by showing first thatthe function
g(ε, ε̃) is monotonically increasing iñε and thereforeg(ε, 0) ≤ g(ε, ε̃) ≤ 0. To prove
the monotonicity ofg we need the following simple inequality which holds fora > 0,
b ≥ 0 andc > 0,

√
a + b + c −

√
a + b =

c√
a + b + c +

√
a + b

<
c

2
√

a
. (13)



Let us now examineg(ε, ε̃ + 1) − g(ε, ε̃). Expanding the definition ofg from Eq. (12)
and using Eq. (13) we get that,

g(ε, ε̃ + 1) − g(ε, ε̃) = γ − r −
√

εR2 + ε̃(R2 + r2) + R2 + r2

+
√

εR2 + ε̃(R2 + r2) − D2

√
ε + ε̃ + 1 + D2

√
ε + ε̃

≥ γ − r − R2 + r2

2R
√

ε + ε̃
− D2

2
√

ε + ε̃

= γ − r − R + D2 + r2/R

2
√

ε + ε̃
.

We now use the assumption thatε + ε̃ > ((R + D2)/γ)2 and thatγ ≤ R to get that,

g(ε, ε̃ + 1) − g(ε, ε̃) ≥ γ

(

1 − r

γ
− R + D2

2γ
√

ε + ε̃
− r2

2R(R + D2)

)

> γ

(

1 − r

γ
− 1

2
− 1

2

(

r

γ

)2
)

. (14)

The condition thatr ≤ (
√

2−1) γ implies that the term0.5−r/γ−0.5(r/γ)2 is strictly
positive. We have thus shown thatg(ε, ε̃ + 1) − g(ε, ε̃) > 0 henceg is monotonically
increasing iñε. Therefore, from Eq. (11) we get that0 ≥ g(ε, ε̃) > g(ε, 0). Finally, as
already argued above, the condition0 ≥ g(ε, 0) ensures thatε ≤ ((R + D2)/γ)2. This
concludes our proof. ut

The above bound ensures that wheneverr is less than(
√

2 − 1) γ, the Ballseptron
mistake bound is as good as Freund and Schapire’s [9] mistakebound for the Per-
ceptron. The natural question that arises is whether the Ballseptron entertains any ad-
vantage over the less complex Perceptron algorithm. As we now argue, the answer is
yes so long as the number of margin errors,ε̃, is strictly positive. First note that if
ε + ε̃ ≤ ((R + D2)/γ)2 and ε̃ > 0 thenε ≤ ((R + D2)/γ)2 − ε̃ which is strictly
smaller than the mistake bound from [9]. The case whenε+ ε̃ > ((R +D2)/γ)2 needs
some deliberation. To simplify the derivation letβ = 0.5−r/γ−0.5 (r/γ)

2. The proof
of Thm. 1 implies thatg(ε, ε̃ + 1) − g(ε, ε̃) ≥ βγ. From the same proof we also know
thatg(ε, ε̃) ≤ 0. We thus get thatg(ε, 0) + ε̃βγ ≤ g(ε, ε̃) ≤ 0. Expanding the term
g(ε, 0) + ε̃βγ we get the following inequality,

εγ −
√

εR2 − D2

√
ε + ε̃βγ = εγ −

√
ε(R + D2) + ε̃βγ ≤ 0 . (15)

The left-hand side of Eq. (15) is a quadratic function in
√

ε. Thus,
√

ε cannot exceed
the positive root of this function. Therefore, the number ofprediction mistakes,ε, can



be bounded above as follows,

ε ≤
(

R + D2 +
√

(R + D2)2 − 4βγ2ε̃

2γ

)2

≤ (R + D2)
2 + 2 (R + D2)

√

(R + D2)2 − 4βγ2ε̃ + (R + D2)
2 − 4βγ2ε̃

4γ2

≤
(

R + D2

γ

)2

− βε̃ .

We have thus shown that whenever the number of margin errorsε̃ is strictly positive, the
number of prediction mistakes is smaller than((R + D2)/γ)2, the bound obtained by
Freund and Schapire for the Perceptron algorithm. In other words, the mistake bound
we obtained puts a cap on a function which depends both onε and onε̃. Margin errors
naturally impose more updates to the classifier, yet they come at the expense of sheer
prediction mistakes. Thus, the Ballseptron algorithm is most likely to suffer a smaller
number of prediction mistakes than the standard Perceptronalgorithm. We summarize
these facts in the following corollary.

Corollary 1. Under the same assumptions of Thm. 1, the number of prediction mistakes
the Ballseptron algorithm makes is at most,

(

R + D2

γ

)2

− ε̃

(

1

2
− r

γ
− 1

2

(

r

γ

)2
)

,

whereε̃ is the number of margin errors of the Ballseptron algorithm.

Thus far, we derived mistake bounds that depend onR,γ, andD2 which is the square-
root of the sum of the squares of hinge-losses. We now turn to an analogous mistake
bound which employsD1 instead ofD2. Our proof technique is similar to the proof of
Thm. 1 and we thus confine the next proof solely to the modifications that are required.

Theorem 2. Under the same assumptions of Thm. 1, the number of prediction mistakes
the Ballseptron algorithm makes is at most,

(

R +
√

γ D1

γ

)2

.

Proof. Following the proof outline of Thm. 1, we start by modifying the lower bound
on wT+1 · u. First, note that the lower bound given by Eq. (9) still holds. In addition,
τt + τ̃t ≤ 1 for all t since on each round there exists a mutual exclusion between a
prediction mistake and a margin error. We can therefore simplify Eq. (9) and rewrite it
as,wT+1 · u ≥ εγ −∑T

t=1 `t + ε̃(γ − r). Combining this lower bound onwT+1 · u
with the upper bound onwT+1 · u given in Eq. (8) we get that,

εγ + ε̃(γ − r) −
T
∑

t=1

`t ≤
√

εR2 + ε̃(R2 + r2) . (16)



Similar to the definition ofg from Thm. 1, we define the following auxiliary function,

q(ε, ε̃) = εγ + ε̃(γ − r) −
√

εR2 + ε̃(R2 + r2) − D1 .

Thus, Eq. (16) yields thatq(ε, ε̃) ≤ 0. We now show thatq(ε, ε̃) ≤ 0 implies thatε
cannot exceed((R +

√
γD1)/γ)2. First, note that if̃ε = 0 thenq becomes a quadratic

function in
√

ε. Therefore,
√

ε cannot be larger than the positive root of the equation
q(ε, 0) = 0 which is,

R +
√

R2 + 4γD1

2γ
≤ R +

√
γD1

γ
.

We have therefore shown that,

q(ε, 0) ≤ 0 ⇒ ε ≤
(

R +
√

γD1

γ

)2

.

We thus assume that̃ε ≥ 1. Again, if ε + ε̃ ≤ (R/γ)2 then the bound stated in the
theorem immediately holds. We are therefore left with the caseε + ε̃ > (R/γ)2 and
ε̃ > 0. To prove the theorem we show thatq(ε, ε̃) is monotonically increasing iñε.
Expanding the functionq and using as before the bound given in Eq. (13) we get that,

q(ε, ε̃ + 1) − q(ε, ε̃) = γ − r −
√

εR2 + (ε̃ + 1)(R2 + r2) +
√

εR2 + ε̃(R2 + r2)

> γ − r − R2 + r2

2
√

(ε + ε̃)R2
= γ − r − R + r2/R

2
√

ε + ε̃
.

Using the assumption thatε + ε̃ > (R/γ)2 and thatγ ≤ R let us further bound the
above as follows,

q(ε, ε̃ + 1) − q(ε, ε̃) > γ − r − γ

2
− γr2

2R2
≥ γ

(

1

2
− r

γ
− 1

2

(

r

γ

)2
)

.

The assumption thatr ≤ (
√

2 − 1)γ yields thatq(ε, ε̃ + 1)− q(ε, ε̃) ≥ 0 and therefore
q(ε, ε̃) is indeed monotonically increasing iñε for ε + ε̃ > R2/γ2. Combining the
inequalityq(ε, ε̃) ≤ 0 with the monotonicity property we get thatq(ε, 0) ≤ q(ε, ε̃) ≤ 0
which in turn yields the bound of the theorem. This concludesour proof. ut

The bound of Thm. 2 is similar to the bound of Thm. 1. The natural question that arises
is whether we can obtain a tighter mistake bound whenever we know the number of
margin errors̃ε. As for the bound based onD2, the answer for theD1-based bound is
affirmative. Recall that we define the value of1/2 − r/γ − 1/2(r/γ)2 by β. We now
show that the number of prediction mistakes is bounded aboveby,

ε ≤
(

R +
√

γD1

γ

)2

− ε̃β . (17)

First, if ε + ε̃ ≤ (R/γ)2 then the bound above immediately holds. In the proof of
Thm. 2 we have shown that ifε + ε̃ > (R/γ)2 then q(ε, ε̃ + 1) − q(ε, ε̃) ≥ βγ.



Therefore,q(ε, ε̃) ≥ q(ε, 0) + ε̃βγ. Recall that Eq. (16) implies thatq(ε, ε̃) ≤ 0 and
thus we get thatq(ε, 0) + ε̃βγ ≤ 0 yielding the following,

εγ − R
√

ε − D1 + ε̃βγ ≤ 0 .

The left-hand side of the above inequality is yet again a quadratic function in
√

ε. There-
fore, once more

√
ε is no bigger than the positive root of the equation and we get that,

√
ε ≤ R +

√

R2 + 4γD1 − 4γ2βε̃

2γ
,

and thus,

ε ≤ R2 + 2 R
√

R2 + 4γD1 − 4γ2βε̃ + R2 + 4γD1 − 4γ2βε̃

4γ2

≤ R2 + 2R
√

γD1 + γD1

γ2
− βε̃ ,

which can be translated to the bound onε from Eq. (17).
Summing up, the Ballseptron algorithm entertains two mistake bounds: the first is

based on the root of the cumulative square of losses (D2) while the second is based di-
rectly on the cumulative sum of hinge losses (D1). Both bounds imply that the Ballsep-
tron would make fewer prediction mistakes than the originalPerceptron algorithm so
long as the Ballseptron suffers margin errors along its run.Since margin errors are likely
to occur for reasonable choices ofr, the Ballseptron is likely to attain a smaller number
of prediction mistakes than the Perceptron algorithm. Indeed, preliminary experiments
reported in Sec. 5 indicate that for a wide range of choices for r the number of online
prediction mistakes of the Ballseptron is significantly lower than that of the Perceptron.

The bounds of Thm. 1 and Thm. 2 hold for anyr ≤ (
√

2 − 1)γ, in particular for
r = 0. Whenr = 0, the Ballseptron algorithm reduces to the Perceptron algorithm.
In the case of Thm. 1 the resulting mistake bound forr = 0 is identical to the bound
of Freund and Schapire [9]. Our proof technique though is substantially different than
the one in [9] which embeds each instance in a high dimensional space rendering the
problem separable. Settingr to zero in Thm. 2 yields a new mistake bound for the
Perceptron with

√
γD1 replacingD2 in the bound. The latter bound is likely to be

tighter in the presence of noise which may cause large marginerrors. Specifically, the
bound of Thm. 2 is better than that of Thm. 1 when

γ
T
∑

t=1

`t ≤
T
∑

t=1

`2
t .

We therefore expect the bound in Thm. 1 to be better when`t is small and otherwise
the new bound is likely to be better. We further investigate the difference between the
two bounds in Sec. 5.

4 An Extension to Multiclass Problems

In this section we describe a generalization of the Ballseptron to the task of multiclass
classification. For concreteness we assume that there arek different possible labels and



denote the set of all possible labels byY = {1, . . . , k}. There are several adaptations
of the Perceptron algorithm to multiclass settings (see forexample [5, 7, 16, 17]), many
of which are also applicable to the Ballseptron. We now outline one possible multiclass
extension in which we associate a weight vector with each class. Due to the lack of
space proofs of the mistake bound obtained by our construction are omitted. Letwr

denote the weight vector associated with a labelr ∈ Y. We also refer towr as the
r’th prototype. As in the binary case we initialize each of theprototypes to be the zero
vector. The predicted label of an instancext is defined as,

ŷt = argmax
r∈Y

w
r
t · xt .

Upon receiving the correct labelyt, if ŷt 6= yt we perform the following update which
is a multiclass generalization of the Perceptron rule,

w
yt

t+1 = w
yt

t + xt ; w
ŷt

t+1 = w
ŷt

t − xt ; w
r
t+1 = w

r
t (∀r ∈ Y \ {yt, ŷt}) . (18)

In words, we add the instancext to the prototype of the correct label and subtractxt

from the prototype of̂yt. The rest of the prototypes are left intact. Ifŷt = yt, we check
whether we still encounter a margin error. Letỹt denote the index of the prototype
whose inner-product withxt is the second largest, that is,

ỹt = argmax
y 6=yt

(wy
t · xt) .

Analogous to the definition of̂xt in the binary classification problem, we definex̂t as
the solution to the following optimization problem,

x̂t = argmin
x∈B(xt,r)

(

w
yt

t · x − w
ŷt

t · x
)

. (19)

Note that ifwyt

t · x̂t > w
ỹt

t · x̂t then all the points inB(xt, r) are labeled correctly and
there is no margin error. If this is the case we leave all the prototypes intact. If however
w

yt

t · x̂t ≤ w
ỹt

t · x̂t we perform the update given by Eq. (18) usingx̂t instead ofxt and
ỹt instead of̂yt. The same derivation described in Sec. 2, yields thatx̂t = xt +r(wỹt

t −
w

yt

t )/‖wỹt

t − w
yt

t ‖. The analysis of the Ballseptron from Sec. 3 can be adapted tothe
multiclass version of the algorithm as we now briefly describe. Let {u1, . . . ,uk} be
a set ofk prototype vectors such that

∑k
i=1 ‖ui‖2 = 1. For each multiclass example

(xt, yt) define the hinge-loss of the above prototypes on this exampleas,

`t = max

{

0 , max
y 6=yt

(γ − (uyt − u
y) · xt)

}

.

We now redefineD2 andD1 using the above definition of the hinge-loss. In addition,
we need to redefineR to beR =

√
2maxt ‖xt‖. Using these definitions, it can be

shown that slightly weaker versions of the bounds from Sec. 3can be obtained.
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Fig. 3. Top plots: The fraction of prediction mistakes (ε/T ) as a function of the radius parameter
r for the MNIST (left) and USPS (right) datasets. Bottom plots: The behavior of the mistake
bounds as a function of a label noise rate (left) and an instance noise rate (right).

5 Experimental Results

In this section we present experimental results that demonstrate different aspects of the
Ballseptron algorithm and its accompanying analysis. In the first experiment we exam-
ine the effect of the radiusr employed by the Ballseptron on the number of prediction
mistakes it makes. We used two standard datasets: the MNIST dataset which consists of
60, 000 training examples and the USPS dataset which has7291 training examples. The
examples in both datasets are images of handwritten digits where each image belongs
to one of the10 digit classes. We thus used the multiclass extension of the Ballseptron
described in the previous section. In both experiments we used a fifth degree polyno-
mial kernel with a bias term of1/2 as our inner-product operator. We shifted and scaled
the instances so that the average instance becomes the zero vector and the average norm
over all instances becomes1. For both datasets, we run the online Ballseptron algorithm
with different values for the radiusr. In the two plots on the top of Fig. 3 we depictε/T ,
the number of prediction mistakesε divided by the number of online roundsT as a func-
tion of r. Note thatr = 0 corresponds to the original Perceptron algorithm. As can be
seen from the figure, many choices ofr result in a significant reduction in the number



of online prediction mistakes. However, as anticipated, setting r to be excessively large
deteriorates the performance of the algorithm.

The second experiment compares the mistake bound of Thm. 1 with that of Thm. 2.
To facilitate a clear comparison, we set the parameterr to be zero hence we simply
confined the experiment to the Perceptron algorithm. We compared the mistake bound
of the Perceptron from Eq. (3) derived by Freund and Schapire[9] to the new mis-
take bound given in Thm. 2. For brevity we refer to the bound ofFreund and Schapire
as theD2-bound and to the new mistake bound as theD1-bound. We used two syn-
thetic datasets each consisting of10,000 examples. The instances in the two datasets,
were picked from the unit circle in

�2 . The labels of the instances were set so that the
examples are linearly separable with a margin of0.15. Then, we contaminated the in-
stances with two different types of noise, resulting in two different datasets. For the first
dataset we flipped the label of each example with probabilityη. In the second dataset
we kept the labels intact but added to each instance a random vector sampled from a
2-dimensional Gaussian distribution with a zero mean vectorand a covariance matrix
σ2I. We then run the Perceptron algorithm on each of the datasetsfor different values
of η andσ. We calculated the mistake bounds given in Eq. (3) and in Thm.2 for each of
the datasets and for each value ofη andσ. The results are depicted on the two bottom
plots of Fig. 3. As can be seen from the figure, theD1-bound is clearly tighter than the
D2-bound in the presence of label noise. Specifically, whenever the label noise level is
greater than0.03, theD2-bound is greater than1 and therefore meaningless. Interest-
ingly, theD1-bound is also slightly better than theD2-bound in the presence of instance
noise. We leave further comparisons of the two bounds to future work.

6 Discussion and future work

We presented a new algorithm that uses the Perceptron as its infrastructure. Our algo-
rithm naturally employs the notion of margin. Previous online margin-based algorithms
yielded essentially the same mistake bound obtained by the Perceptron. In contrast,
under mild conditions, our analysis implies that the mistake bound of the Ballseptron
is superior to the Perceptron’s bound. We derived two mistake bounds, both are also
applicable to the original Perceptron algorithm. The first bound reduces to the original
bound of Freund and Schpire [9] while the second bound is new and is likely to be
tighter than the first in many settings. Our work can be extended in several directions.
A few variations on the proposed approach, which replaces the original example with a
pseudo-example, can be derived. Most notably, we can updatewt based on̂xt even for
cases where there is a prediction mistake. Our proof technique is still applicable, yield-
ing a different mistake bound. More complex prediction problems such as hierarchical
classification may also be tackled in a similar way to the proposed multiclass extension.
Last, we would like to note that the Ballseptron can be used asa building block for find-
ing an arbitrarily close approximation to the max-margin solution in a separable batch
setting.
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