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Abstract. Photorealistic maps are a useful navigational guide for large indoor
environments, such as museums and businesses. However, it is impossible to ac-
quire photographs covering a large indoor environment from aerial viewpoints.
This paper presents a 3D reconstruction and visualization system to automati-
cally produce clean and well-regularized texture-mapped 3D models for large
indoor scenes, from ground-level photographs and 3D laser points. The key com-
ponent is a new algorithm called 2Inverse CSG° for reconstructing a scene in
a Constructive Solid Geometry (CSG) representation consisting of volumetric
primitives, which imposes powerful regularization constraints to exploit struc-
tural regularities. We also propose several techniques to adjust the 3D model to
make it suitable for rendering the 3D maps from aerial viewpoints. The visualiza-
tion system enables users to easily browse a large scale indoor environment from
a bird's-eye view, locate speci®c room interiors, 'y into a place of interest, view
immersive ground-level panorama views, and zoom out again, all with seamless
3D transitions. We demonstrate our system on various museums, including the
Metropolitan Museum of Art in New York City £ one of the largest art galleries

in the world.

1 Introduction

3D reconstruction and visualization of architectural scenes is an increasingly important
research problem with large-scale efforts underway in a global scale. Google MapsGL
seamlessly integrates a variety of outdoor photographic content ranging from satellite,
aerial and street-side imagery to community photographs. Indoor environments have
also been active targets of photographic data capture with increasing business demands
For example, Google Art Project allows exploration of museums all over the world as
well as close examination of hundreds of artworks photographed at high resolution.

However, unlike outdoor environments offering imagery from both aerial and ground-
level viewpoints, indoor scene visualization has so far been restricted to ground-level
viewpoints, simply because it is impossible to take pictures of indoor environments
from aerial viewpoints. The lack of aerial views hampers effective navigation due to the
limited visibility from the ground level, especially for large scale environments, such as
museums and shopping malls. Without a photorealistic overview, users can easily get
lost or confused during navigation.

This paper presents a 3D reconstruction and visualization system for large indoor
environments, in particular museums. Our system takes registered ground-level imagery
and laser-scanned 3D points as input and automatically produces a 3D model with high-
quality texture, under the assumption of piecewise planar structure. Our system enables
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Fig. 1. A texture mapped 3D model dfhe Metropolitan Museum of Areconstructed by our
system, which directly recovers a constructive solid geometry model from 3D laser points.

users to easily browse a museum, locate speci®c pieces of art, y into a place of interest,
view immersive ground-level panorama views, and zoom out again, all with seamless
3D transitions (demo in the video [1]). The technical contribution is the automated
construction of a Constructive Solid Geometry (CSG) model of indoor environments,
consisting of volumetric primitives. The proposed @lnverse CSGP algorithm produces
compact and regularized 3D models, enabling photorealistic aerial rendering of indoor
scenes. Our system is scalable and can cope with severe registration errors in the inpu
data, which is a common problem for large-scale laser scanning (Fig. 2).

1.1 Related Work

Laser range sensors have been popular tools for 3D reconstruction, but the major focus
of these approaches has been limited to the reconstruction of small scale indoor envi-
ronments, objects, and outdoor buildings [2, 3]. A human-operated backpack system [4,
5] was proposed to produce 3D texture-mapped models automatically, but their results
usually have relatively simple structures of the ®nal models. As pointed out in [4], a ma-
jor challenge for data acquisition is the precise pose estimation for both imagery and 3D
sensor data, which is critical for producing clean 3D models with high-quality texture
images requiring pixel-level accuracy. Although there exist scalable and precise image-
based pose estimation systems based on Structure from Motion algorithms [6], our data
collection exposes further challenges. First, indoor scenes are full of textureless walls
and require complicated visibility analysis because of narrow doorways. Furthermore,
museums often have rooms full of non-diffuse objects (e.g., glass and metallic materi-
als), which violates assumptions of vision-based systems. Active depth sensing usually
yields more robust and accurate pose estimation [7, 8]. However, even with high-quality
laser scans, pose estimation is still very challenging, as museum oors are often uneven
(e.g., oors made of stones) causing laser range sensors to vibrate constantly. Further-
more, simply the scale of the problem is unprecedented in our experiments (more than
40,000 images and a few hundred million 3D points for the largest collection), where
robustness to registration errors becomes an inevitable challenge to overcome.
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