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ABSTRACT
A fast and robust method for video contrast enhancement
is presented. The method uses the histogram of each frame,
along with upper and lower bounds computed per shot in
order to enhance the current frame. This ensures that the
artifacts introduced during the enhancement is reduced to
a minimum. Traditional methods that do not compute per-
shot estimates tend to over-enhance parts of the video such
as fades and transitions. Our method does not suffer from
this problem, which is essential for a fully automatic algo-
rithm. We present the parameters for our methods which
yielded the best human feedback, which showed that out of
208 videos, 203 were enhanced, while the remaining 5 were
of too poor quality to be enhanced. Additionally, we present
a visual comparison of our work with the recently-proposed
Weighted Thresholded Histogram Equalization (WTHE) al-
gorithm [6].

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous;
H.5.1 [Information Systems and Presentation]: Multi-
media Information Systems
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1. INTRODUCTION
Histogram stretching and histogram equalization are basic

image processing techniques which have been widely applied
to images. Videos may contain transitions and other special
effects, such as fade-in/fade-out. Applying any image en-
hancement algorithm on these portions of the video yields
undesirable effects, such as blocking, and increasing chroma
noise, in the end destroying the effect that the video creator
intended.
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An algorithm that can be applied to a very large num-
ber of videos needs to satisfy several stringent requirements:
1) It has to be very fast, since it is important to be able
to handle a large volume of videos with as few machines
as possible; 2) It has to be robust – the cost of degrading
the quality of a video is high – since the users expect an
enhancement; 3) The algorithm must be automatic, mean-
ing that the parameters have to be consistent across many
videos as human intervention is not feasible. These require-
ments mean that any algorithm that applies local operators
(spatio-temporal) cannot be used, as they tend to use a large
amount of processing power. Therefore, global enhancement
algorithms can be used.

The closest published approach to what we propose here
was developed by Qing and Ward [6]. Their approach, how-
ever is susceptible to corrupting video transition effects, and
introducing feedback loops when the input video contains
content recorded with cameras that employ automatic gain
control. Zheng and Liao [7] use the HSL color space, in
which they perform the equalization the L component, and
adjust the S separately, while having a relatively simple co-
herency metric. We will discuss a more consistent metric
which does not depend on the underlying encoding of the
video. Unlike Mittal et. al. [3], we found that using the
La*b*, and simply enhancing the L component yields poorer
quality video than using HSV due to out of gamut problems
which we counter due to the fact that the color space is de-
fined assuming a CIE D50 illuminant [2]. This assumption
does not hold for a large number of videos, since not all
videos are shot using bright sun light. Moreover, digitally
created videos have RGB values that do not have any phys-
ical correspondence, thus making the mapping to the La*b*
color space meaningless.

The task of enhancing video is challenging due to the fol-
lowing reasons: 1) Videos may contain various edits that can
“fool” enhancement algorithms. For example, the user may
want a portion of the video to look as if it were filmed with
a webcam in a low light environment. This will be corrected
by the algorithm, making the user unhappy. 2) Many videos
contain multiple shots. Each shot will need to be treated sep-
arately from the rest of the video. However, shot detection
is still not a solved problem. Bad shot boundaries may yield
bad output. 3) Transitions are hard to handle: fade-in/fade-
out effects must not be corrected, and yet, if any enhance-
ment algorithm analyzes each frame individually, it will try
to enhance them, thus removing the effect. While doing this,
it will likely emphasize compression artifacts present in the
darker frames of the sequence. 4) Automatic gain control



is present on most consumer cameras. This causes many
enhancement algorithms to introduce flickering (in the best
case, making it out of phase), since the statistics of the in-
put frames change rapidly over time, while the content of
the frame remains relatively static.

2. METHODS
Formally, an image (or video frame) is represented as RGB

triplets mapped onto a 2D grid: I(x, y) ∈ {0, 1, ..., N − 1}3,
where x ∈ {0, ..., width− 1}, and y ∈ {0, ..., height− 1}. N
defines the number of discrete colors allowed in the image.
Most commonly, video frames have N = 255. In the HSV
color space, the V component is defined as the maximum
of the RGB values, thus V (x, y) = max (I(x, y)) (element-
wise). The probability mass function (PMF) for V is:

P (k) = Pr (V (x, y) = k) ,
X
k

P (k) = 1 (1)

The cumulative distribution function (CDF) of V is:

C(k) =

kX
i=0

P (i), k ∈ {0, .., N} (2)

A simple form of Histogram Equalization, often referred
by image editing software as “Auto-Levels”, computes a lin-
ear transform for all colors in an image. The name derives
from the fact that the algorithm tries to find a “level” value
to which the white color should be mapped, and another
value for black:

lout =
lin − best
west − best

(wd − bd) + bd, (3)

where lout is the output luminance, lin is the input lumi-
nance, best is the estimated black level, west is the estimated
white level, wd is the desired white level, and bd is the desired
black level. The luminance is usually computed as defined
by the YUV, HSL or La*b* formulations. Typically these
values are chosen such that the output will cover the entire
dynamic range of the color space in which the adjustment is
made. Given a luminance, the advantage of this formulation
is that it is color-space independent (the exact formulation
does not really matter), and it is very fast as it is simply a
linear transform.

Using the formulation from Eq. 2, a good estimate for
west is such that C(west) = 0.995 and best is chosen such
that C(best) = 0.005. This formulation would assign west
and best values in the set {0, .., N}. It is more convenient,
though to work with values in the [0..1] interval, and as
such, we will assume that the variables we work with are
normalized to this interval. The formulation for luminosity
that we employ is the “value” component in the HSV color
space. This decision was made experimentally, as it yielded
the best enhancement results overall, and it is impossible to
generate out of gamut colors by adjusting V.

Näıvely applying this formulation independently on each
frame of the video is not desired, as in many cases the output
will have a noticeable flicker due to jumps between nearby
estimates of bestand west. In order to alleviate this problem,
we can compute these values per frame, but not use them
directly.

Using a shot (or cut) detector [5], a better estimate can be
computed based on the statistics of the entire shot. In order
to have a conservative estimate that will not severely change
outlier frames, it is possible to to use the 95th percentile for
wshot and the 5th percentile for bshot. Simply using these

values will yield a reasonable output, but unfortunately, the
output will be too conservative to be practical. An alterna-
tive approach [6] is to use a moving average of w and b over
a window of frames. This has the side effect of “delaying”
fades, and enhancing flickering on videos that were filmed
with cameras that employ automatic gain control, since the
statistics will vary across the same shot.

A compromise between the estimates at frame level, de-
noted as bframe and wframe, and the shot level (bshot and
wshot) can be obtained by:

α = [1− | bshot − bframe |]γframe , (4)

best = αbframe + (1− α)bshot. (5)

Using the same pattern, west can also be computed. The
parameter γframe is used to decide how much influence does
the local estimate have over the more global shot estimate.
This formulation allows more frames to be corrected when
compared to the per-shot parameters. At the same time, a
smaller number of frames will be adjusted than when using
the per-frame statistics. A good choice for γframe was found
to be 0.5.

The algorithm thus far will work well in the general case.
However, there is a class of frames for which it will not do
very well: whenever there is a high contrast between the
foreground and the background, and the foreground object
is “dark”, the above algorithm will make the object per-
ceptually darker, and it will further increase the contrast.
However, to the human eye, the end result will “seem” lower
quality [1], because it is now much harder to distinguish
any features in the dark object. In order to alleviate this
problem, if the corrected color has a lower value than the
original, then the output is computed as follows:

δl = lout − lin, (6)

l′out =


lin− | δl |γl ifδl < 0;
lout otherwise

(7)

γl is a parameter which can be adjusted by the user for the
desired output. If it set to one, then the default algorithm
is applied. Experimentally, we found that 4 is a good choice
of γl.

The final luminance value of the pixel, τ(l′out) is defined
as:

τ (v) =

8<: 0 if v < 0;
v if 0 ≤ v ≤ 1;
1 if v > 1.

(8)

An intriguing aspect of video enhancement is the Abney
effect [4]. An increase in lightness causes a perceived de-
crease in saturation. Therefore, in order to preserve the
perceived saturation, we modify the saturation channel sout
as follows:

sout = τ (sin + σδl) , (9)

where σ is a parameter, which yields a good compromise
in enhancement at 0.15. This unique formulation of our
algorithm modifies saturation as a function of luminosity
difference in order to increase the perceived clarity of the
image.

Some videos may not contain enough information for our
algorithm to be effective. This class of videos can easily
be detected. If the dynamic range of the luminance is too
small, then no global enhancement algorithm can work. Ex-
perimentally, we found that if the input has fewer than ten
unique luminance values, the output will likely not be visu-
ally pleasing (although, it may present more details).



Currently, no shot detector that can segment the video
with 100% accuracy, as evidenced by the continuing TRECVid
challenge for video shot boundary detection. Since our al-
gorithm uses a blend of local and shot estimates, it works
well as long as the shot estimate isn’t corrupted. The shot
estimate is corrupted only if it is calculated over the span of
two statistically different shots. Thus, if the shot detector
is calibrate such that it has high recall, the fact that it has
low precision does not matter with respect to the output our
algorithm generates.

In order to prevent frames that have a very low dynamic
range from being processed, if the number of distinct V val-
ues in a frame is less than 20, the frame is ignored.

3. EXPERIMENTAL RESULTS

Figure 1: Aggregate human evaluation results.

In order to quantify the effectiveness of the video enhance-
ment algorithm, we designed a human evaluation experi-
ment. We chose to do this over using other metrics because
it is very difficult to automatically determine whether arti-
facts are generated as a result of the enhancement, especially
if the artifacts are subtle.

We ran the algorithm over a corpus of 1000 YouTube
videos out of which we selected 208 that had at least one
frame with a RMS of over 10% between the original and
the enhanced version. The enhanced video and the original
video were played side-by-side while being synchronized at
the frame level. The location of the enhanced video was
chosen randomly for each video pair.

The raters were asked to choose which side looks better
overall, and to note which side had artifacts. The available
ratings ranged from “Much worse”, equating a score of -2,
“No change” having a score of 0, and “Much better” having a
score of 2. In order to reduce rater bias, we used 208 raters,
with each rater being presented 3 random video pairs. At
the end of the experiment, each video was rated by 3 raters.
For each video, we compute a score that is the sum of all 3
scores, the summary of which is depicted in Fig. 1.

203 enhanced videos obtained a positive rating. 5 had a
combined rating of 0 (two raters had conflicting opinions,
and one was neutral). The enhancement algorithm empha-
sized the outline of the already existing blocking artifacts,
making half raters choose the original. However, the deci-
sion was not clear cut, as other raters chose the enhanced
version for the same videos. The overall rater agreement for
the experiment was 0.75.

In addition to the overall evaluation, we also analyzed the
comments from the raters. The comments for the enhanced
version did not imply that any new artifacts were introduced

in the video. This was a crucial finding, as a large number of
videos on YouTube contain fade effects and wide variety of
transitions that tend to make frame-based algorithms fail.

In order to qualitatively measure the performance of our
algorithm we present frames enhanced using our algorithm.
Fig.2 depicts a frame taken from a fade transition. The
user expectation is that fades be preserved. Our algorithm
correctly preserves the fade. A per-frame enhancement algo-
rithm (Fig.2(b) completely removes the transition. Fig.3 de-
picts a typical enhancement result of our algorithm applied
on a frame that is not part of a transition. Additionally,
Fig.3(e) contains the WTHE [6] output.

We implemented the algorithm in C++. This base im-
plementation, which does not use lookup tables, processes
640x480 video over three times faster than real time on an
Intel R© CoreTM2 Duo 6600. This includes the decoding of
the video MPEG4 stream, processing, and encoding it into
an output file. It is possible to speed up the algorithm by
computing a per shot lookup table for the value-saturation
pairs.

4. CONCLUSION
We presented an algorithm that is capable of enhancing

the quality a large number of videos, while not decreasing
the quality of any videos it processes. This algorithm can
be directly applied on a large scale for mass-processing of
videos with little to no human supervision. Although our
algorithm has parameters which could be tuned by humans,
we presented the best enhancement parameters which we
found experimentally.
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Figure 2: Example frame from a fade-in transition. A consistent enhancement algorithm should not change
this frame much, as it is important to preserve the video author’s intent: (a) Original frame; (b) HSV-
enhanced frame (the entire transition is destroyed); (c) Temporally-smoothed HSV enhanced frame using
our algorithm. Notice that the fade is still present as the output is dark. The corresponding luminance
histograms are depicted in (d),(e), and (f).

(a) (b) (c)

(d) (e) (f)

Figure 3: (a) Original frame and (d) its luminance histogram; (b) The Weighted Thresholded Histogram
Equalization with parameters found through a grid search of the r and v with the corresponding histogram
(e); (c) Our algorithm with the parameters presented in this paper, and its histogram (f). Notice that our
algorithm produces a much more visually pleasing image. This is due to the fact that while increasing the
overall luminance of the image, we also increase the saturation.


