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Abstract

Chinese and English belong to two very different families
of human languages. Yet, since the underlying human con-
cepts are universal, one can expect that there are many sta-
tistical similarities between Chinese texts and English texts.
In this paper, we present results of analyzing the quantity
and frequency of N-grams in 200 million randomly-sampled
English and Chinese web pages.

The similarities and differences in N-gram frequency dis-
tributions yield important insights about the two languages.
First, the distribution of the unique number of N-grams is
similar between English and Chinese, yet the Chinese dis-
tribution is “shifted” to larger N . The distribution indi-
cates that on average, 1.5 Chinese characters correspond
to 1 English word. Second, while frequency distributions of
uni-grams and bi-grams are very different between Chinese
and English, the frequency distribution for 3-grams and 4-
grams are strikingly similar between Chinese and English.
This leads to the conjecture that in both languages, frequent
3-grams and 4-grams represent the same set of concepts
and patterns.

1. Introduction

Given a large enough collection of documents, what can
one learn about the frequently occurring sequences of N
words (also called N-grams)? Do they merely represent pat-
tern of speech or do they consist of commonly occurring
concepts and entities? For languages as different as English
and Chinese, do characteristics of the N-grams differ signif-
icantly?

In this paper, we attempt to obtain some preliminary an-
swers to the above questions by processing a set of 200 mil-
lion web pages. The Web gives one easy access to many
documents authored by different individuals. We chose
the web pages randomly from the repository of web pages
crawled by Google. For each sentence in each web page,
all sequences of N words (N-grams) are extracted, with N

varying from 1 to 30. We then study the characteristics of
frequently appearing N-grams.

This study covers two languages: English and Chinese.
The two belong to very different families of languages;
hence it’s interesting to compare statistics about them. For
this study, 100 million English web pages and 100 million
Chinese web pages are used.

A major difference between English texts and Chinese
texts is the lack of spaces in Chinese texts. English words
are separated by spaces in a sentence, but Chinese words are
not. Chinese words that correspond to English words may
contain multiple Chinese characters. Segmentation, i.e. par-
titioning a Chinese sentence into a sequence of words that
correspond to English words, tends to be a challenging task.

We ignore the issue of segmentation completely when
processing Chinese documents. Instead, each Chinese char-
acter is treated as a “word” when constructing sequences of
N words. As a result, a uni-gram (i.e. 1-gram) in Chinese
does not necessarily correspond to a uni-gram in English.
However, the distinction blurs as N is increased.

The results of the study are as follows:

• The trend of the total number of unique N-grams as
a function of N is similar in English and Chinese, but
the Chinese version is shifted to the right. The curves
indicate that, on average, 1.5 Chinese characters corre-
spond to 1 English word.

• While the total number of unique N-grams is higher in
English than in Chinese for N < 5, this is no longer
the case when we limit the N-grams to those that ap-
pear at least 5 or 10 times in the corpora. This indi-
cates that the impact of typos is higher in English than
in Chinese.

• The frequency distributions of the 100,000 most popu-
lar uni-grams in Chinese shows a distinct knee around
500, which is missing in the distribution for English.
This indicates that the most common 500 Chinese
characters are used far more frequently in composing
words than the others.
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• English and Chinese have nearly identical frequency
distributions of the 100,000 most popular 3-grams and
4-grams. One possible explanation is that 3-grams and
4-grams in both languages represent the same set of
concepts and entities.

In summary, though simplistic, N-gram statistics can yield
surprising insights into languages when used on a large
enough corpora.

2. Processing of Web Pages

We leveraged the computing infrastructure at Google
to process the large amount of documents. Two MapRe-
duce [1] steps are used to generate the statistics.

In the first MapReduce step, all text “chunks” from all
web pages are extracted and aggregated. The Map phase
performs the extraction. For each web page, the text is bro-
ken into “chunks” by breaking at major punctuation sym-
bol and major HTML tag. The chunks are output into
the Reduce phase. The reduce phase gathers all the text
chunks, sorts them, and counts the appearance of each
text chunk. The output file, which is a collection of <
textchunk, count > pairs, is fed into the second MapRe-
duce step.

In the second MapReduce step, all N-grams are extracted
from the text chunks and aggregated. In the map phase, for
each text chunk of length l, all sequences of N words, to-
gether with the count of the text chunk, are output. The
Reduce phase sums all the counts for each N-gram and out-
puts a list of < N − gram, count > pairs. The list is then
sorted and aggregated to generate statistics.

3. Number of Unique N-Grams

The first set of statistics is on the number of unique N-
grams. Since many of the unique N-grams are due to ty-
pos, we also examine the number of unique N-grams for
N-grams that appear at least 5 or 10 times in the corpora.

Figure 1 shows the total number of unique N-grams for N
from 1 to 30. In both languages, as N increases the number
of unique N-grams goes up initially and then goes down.
The reduction is mostly due to limits on the length of text
chunks, since most text chunks are short.

As N increases, the increase in the number of unique
N-grams decelerates. The increase is most drastic from 1-
grams to 2-grams: a factor of 6.5 for English, and a factor
of 5.2 for Chinese. The increase from 2-grams to 3-grams
is also significant: a factor of 4 for English and a factor of
5 for Chinese. However, as N increases further the increase
in the number of unique N-grams is less than a factor of 2.

In other words, in a large collection of web pages, the
probability that an arbitrary uni-gram A and an arbitrary
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Figure 1. Total number of unique N-grams, for
all N-grams.

uni-gram B appears together is very low, on average. Fur-
thermore, for an arbitrary 3-gram C, on average, there are
less than 2 unique succeeding words in the corpora.

Figure 2 and Figure 3 are statistics when we only con-
sider N-grams that appear at least 5 times and 10 times, re-
spectively. They shows similar trends as N increases.

Comparing the three figures, one can see that when all
N-grams are counted, English has more N-grams than Chi-
nese for small N. However, when only N-grams that appear
at least 5 or 10 times in the corpora are counted, English
has fewer N-grams. One possible explanation is that the N-
grams that appear less than 5 times in the corpora are typos
or very unique names, and it’s conceivable that English has
more typos and unique names than Chinese.

The number of N-grams peak at different N for English
and Chinese. If all N-grams are considered, the total num-
ber of unique N-grams peak at 6-grams in English and
around 9-grams in Chinese. If only N-grams that appear
at least 10 times in the corpora are considered, the peak is
4-grams in English and around 6-grams in Chinese. In other
words, a rough rule of thumb is that 1.5 Chinese characters
corresponds to 1 English word.

4. Frequency Distribution of Popular N-Grams

Do the frequency distributions of popular N-grams in
English and Chinese follow a power law distribution, often
called Zipf’s law [5]? Are there differences in the distribu-
tion between English and Chinese?

To answer these questions, we plot the frequency distri-
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Figure 2. Total number of unique N-grams, for
N-grams that appear at least 5 times in the
corpora.
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Figure 3. Total number of unique N-grams, for
N-grams that appear at least 10 times in the
corpora.

bution of the most popular 100,000 N-grams, for N from
1 to 6. For each N, we order the N-grams from the most
popular to the least popular, and plot the frequency of the
k’th most popular N-gram as a function of k. We show
two figures, one in which the x-axis is in linear scale and
one in which the x-axis is in log scale. The former shows
us the trend for the “body” of the popular N-grams, i.e,
from 10,000-th N-gram to 100,000-th N-gram. The latter
shows us the trend for the “head”, i.e. the most popular
10,000 N-grams. In both figures, the y-axis is in log scale,
that is, for a fixed N the y-axis is log2(frequencyofN −
gram/totalfrequencyofallN − grams).

Figure 4 show the results on uni-grams. The distribution
is “shallower” in English than in Chinese. In other words,
in Chinese a fewer number of uni-grams/characters account
for more appearances than in English. This is understand-
able because a Chinese character is often not a word, but
only part of a word. In fact, there is a clear knee in the distri-
bution for Chinese uni-grams: around 500-1000. Thus, the
top 1000 commonly used Chinese characters accounted for
a large percentage of Chinese characters in the web pages.
We speculate that these characters are easy to write and easy
to input.

Figure 5 shows the results on bi-grams. The distributions
of the two languages become closer. Both language show a
knee around 100.

Figure 6 shows the results on 3-grams. Except for the top
100 3-grams, the distribution is nearly identical for Chinese
and English. This result is a surprise! Figure 7 shows the
results on 4-grams. Again, except for the top 100 entries,
the distribution is very close in English and in Chinese.

The results suggest that, while 1-grams and 2-grams are
fundamentally different in Chinese and English, 3-grams
and 4-grams are of similar enough nature that the distribu-
tions are the same in both languages. Thus, we speculate
that the 3-grams and 4-grams tend to represent independent
units of expressions or concepts in both languages.

Figure 8 and Figure 9 present results on 5-grams and 6-
grams. There are minor differences between English and
Chinese in the distribution. The Chinese distributions are
slightly flatter than the English ones, though the trends are
still quite close.

5. Analysis of Popular N-Grams

Do the popular N-Grams represent valid concepts or
merely common patterns of speech? To answer this ques-
tion we manually examine the top 100,000 multi-grams (3-
grams, 4-grams and 5-grams) in both English and Chinese.

The top 100 3-grams in both languages are mostly
phrases specific to the Web environment. For example, the
top 3-gram in English is “all rights reserved”, not surpris-
ing since most corporate web pages have the phrase at the
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Figure 4. Frequency distribution of the
100,000 most popular uni-grams, with the x-
axis in both linear scale and log scale. The
y-axis is in log scale in both figures.
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Figure 5. Frequency distribution of the
100,000 most popular bi-grams, with the x-
axis in both linear scale and log scale. The
y-axis is in log scale in both figures.
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Figure 6. Frequency distribution of the
100,000 most popular 3-grams, with the x-
axis in both linear scale and log scale. The
y-axis is in log scale in both figures.
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Figure 7. Frequency distribution of the
100,000 most popular 4-grams, with the x-
axis in both linear scale and log scale. The
y-axis is in log scale in both figures.
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Figure 8. Frequency distribution of the
100,000 most popular 5-grams, with the x-
axis in both linear scale and log scale. The
y-axis is in log scale in both figures.
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Figure 9. Frequency distribution of the
100,000 most popular 6-grams, with the x-
axis in both linear scale and log scale. The
y-axis is in log scale in both figures.

459459459459459



bottom. The top multi-gram in Chinese is the equivalent of
“limited liability corporation”, again due to the phrase being
on every single corporate web page.

The rest of the most popular 100,000 multi-grams fall
in three categories. The first category is named entities,
e.g. “University of California”, the Chinese equivalent of
“Shanghai Jiaotong University”. The second category is
many common speech patterns, e.g. “tell a friend”, “if you
can”, “if I had”. The third category is phrases, e.g. “fair
market value”, “real estate agents”. Named entities appear
to be the majority among the popular multi-grams, followed
by phrases and then common speech patterns.

Thus, it’s clear that frequency in a large corpora should
be used as one of the signals for detection of entities and
concepts, but should not be the only signal.

6. Related Work

There are many studies on using probabilistic methods
to find significant N-grams, which corresponds to concepts
and entities in human languages. The classic method is by
Dunning [2], which uses the log-likelihood ratio to find sig-
nificant bi-grams. Dunning’s test has also been extended to
detect N-grams for N > 2 [3].

Unlike the above approaches, this study does not attempt
to find significant N-grams. Instead, this study simply ex-
amines the frequency distribution of all N-grams. To our
knowledge, this study is the first to examine the similarities
and differences between English and Chinese in terms of
N-gram distributions using a large corpora (> 200M web
pages).

There are many approaches on using statistical methods
to extract concepts and entities [4]. This study is very sim-
plistic; only frequency information is used. However, man-
ual examination of the top 100,000 N-grams suggest that
simple signals such as frequency can be quite powerful at
entity detections when the corpora is large enough.

7. Conclusions and Future Work

Statistics over a large corpora provide many interesting
insights. In this study, we have shown that simple measures
such as N-gram frequency distributions can illustrate dif-
ferences and similarities between languages as different as
English and Chinese. We have found that while 1-grams in
Chinese are very different from 1-grams in English, multi-
grams (3-grams and up) share nearly identical frequency
distributions in English and Chinese.

We are in the process of extending our study to languages
from different families, such as Russian and Arabic. We
also plan to experiment with methods that detect significant
N-grams and examine the frequency distributions of signif-
icant N-grams across different languages.
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