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#### Abstract

In previous work, we presented a new approach to music identification based on finite-state transducers and Gaussian mixture models. Here, we expand this work and study the performance of our system in the presence of noise and distortions. We also evaluate a song detection method based on a universal background model in combination with a support vector machine classifier and provide some insight into why our transducer representation allows for accurate identification even when only a short song snippet is available.


## 1 INTRODUCTION

Automatic detection and identification of music have been the subject of several recent studies both in research [5, $6,1]$ and industry $[16,4]$. Music identification consists of determining the identity of the song matching a partial recording supplied by the user. In addition to allowing the user to search for a song, it can be used by content distribution networks such as Google YouTube to identify copyrighted audio within their systems and for recording labels to monitor radio broadcasts to ensure correct accounting.

Music identification is a challenging task because the partial recording supplied may be distorted due to noise or channel effects. Moreover, the test recording may be short and consist of just a few seconds of audio. Since the size of the database is limited another crucial task is that of music detection, that is that of determining if the recording supplied contains an in-set song.

Previous work in music identification (see [2] for a recent survey) can be classified into hashing and non-hashing approaches. The hashing approach involves computing local fingerprints, that is feature values over a window, retrieving candidate songs matching the fingerprints from a database indexed by a hash table, and picking amongst the candidates using some accuracy metric. Haitsma et al. [5] used hand-crafted features of energy differences between Bark-scale cepstra. The fingerprints thus computed were looked up in a large hash table of fingerprints for all songs in the database. Ke et al. [6] used a similar approach, but selected the features automatically using boosting. Covell et al. [4] further improve on Ke and extend the technique
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beyond music to broadcast news identification.
Two main limitations of hashing approaches are the requirement to match a fingerprint exactly or almost exactly, and the need for a disambiguation step to reject false positive matches. In contrast, the use of Gaussian mixtures allows our system to tolerate variations in acoustic conditions more naturally. Our use of finite state transducers (FSTs) allows us to index music event sequences in an optimal and compact way and, as demonstrated in this work, is highly unlikely to yield a false positive match. Finally, this representation permits the modeling and analysis of song structure by locating similar sound sequences within a song or across multiple songs.

An example of a non-hashing approach is the work of Batlle et al [1]. They proposed decoding MFCC features over the audio stream directly into a sequence of audio events, as in speech recognition. Both the decoding and the mapping of sound sequences to songs is driven by hidden Markov models (HMMs). However, the system looks only for atomic sound sequences of a particular length, presumably to control search complexity.

Our own music identification system was first presented in Weinstein and Moreno [17]. Our approach is to automatically select an inventory of music sound events using clustering and train acoustic models for each such event. We then use finite-state transducers to represent music sequences and guide the search process efficiently. In contrast to previous work, ours allows recognition of an arbitrarily long song segment. In previous work, we reported the identification accuracy of our music processing system in ideal conditions. Here, we examine the problem of music detection and identification under adverse conditions, such as additive noise, time stretching and compression, and encoding at low bit rates.

## 2 MUSIC IDENTIFICATION

### 2.1 Acoustic Modeling

Our acoustic modeling approach consists of jointly learning an inventory of music phones and the sequence of phones best representing each song. We compute melfrequency cepstral coefficient (MFCC) features for each song. Cepstra have recently been shown to be effective in the analysis of music $[1,15,7]$. We use 100 ms windows over the feature stream, and keep the first twelve coefficients, the energy, and their first and second derivatives to produce a 39 -dimensional feature vector.


Figure 1. Average edit distance per song vs. training iteration.

Each song is initially broken into pseudo-stationary segments. Single diagonal covariance Gaussian models are fitted to each window. We hypothesize segment boundaries where the KL divergence between adjacent windows is above an experimentally determined threshold. We then apply divisive clustering to the song segments in which all points are initially assigned to one cluster. At each clustering iteration, the centroid of each cluster is perturbed in two opposite directions of maximum variance to make two new clusters. Points are reassigned to the new cluster with the higher likelihood [8]. In a second step we apply $k$-means clustering. For each cluster, we train a single initial diagonal covariance Gaussian model.

The standard EM algorithm for Gaussian mixture model (GMM) training cannot be used since there are no reference song transcriptions. Instead, we use an unsupervised learning approach similar to that of [1] in which the statistics representing each music phone and the transcriptions are inferred simultaneously. We alternate between finding the best transcription per song given the current model and refining the GMMs given the current transcriptions.

To measure the convergence of our algorithm we use the edit distance, here defined as the minimal number of insertions, substitutions, and deletions of music phones required to transform one transcription into another. For a song set $S$ let $t_{i}(s)$ be the transcription of song $s$ at iteration $i$ and $\operatorname{ED}(a, b)$ the edit distance of sequences $a$ and $b$. At each iteration $i$, we compute the total edit distance $C_{i}=\sum_{s \in S} \mathrm{ED}\left(t_{i}(s), t_{i-1}(s)\right)$ as our convergence measure. Figure 1 illustrates how this quantity changes during training for three phone inventory sizes, and shows that it converges after around twenty iterations.

### 2.2 Recognition Transducer

Our music identification system is based on weighted finitestate transducers and Viterbi decoding as is common in speech recognition [12]. The decoding is based on the acoustic model described in the previous section and a compact transducer that maps music phone sequences to corresponding song identifiers.

Given a finite set of songs $S$, the music identification task is to find the songs in $S$ that contain a query song snippet $x$. Hence, the recognition transducer must map any sequence of music phones appearing in a song to the corresponding song identifiers.

More formally, let $\Delta$ denote the set of music phones. The song set $S=\left\{x_{1}, \ldots, x_{m}\right\}$ is a set of sequences in
$\Delta^{*}$. A factor, or substring, of a sequence $x \in \Delta^{*}$ is a sequence of consecutive phones appearing in $x$. Thus, $y$ is a factor of $x$ iff there exists $u, v \in \Delta^{*}$ such that $x=u y v$. The set of factors of $x$ is denoted by $\operatorname{Fact}(x)$ and more generally the set of factors of all songs in $S$ is denoted by Fact $(S)$. A correct transcription of an in-set song snippet is thus an element of Fact $(S)$. The recognition transducer $T$ must thus represent a mapping from transcription factors to numerical song identifiers:

$$
\begin{array}{ccl}
\llbracket T \rrbracket: \operatorname{Fact}(S) & \rightarrow & \mathbb{N} \\
x & \mapsto & \llbracket T \rrbracket(x)=y_{x} . \tag{1}
\end{array}
$$

Figure 2 shows a transducer $T_{0}$ mapping each song to its identifier, when $S$ is reduced to three short songs. We can construct a factor transducer from $T_{0}$ simply by adding $\epsilon$ transitions from the initial state to each state and by making each state final. However, in order for efficient search to be possible, the transducer must further be deterministic and minimal. Determinizing the transducer constructed in this fashion can result in an exponential size blowup. In our previous work [17], we gave a method for constructing a compact recognition transducer $T$ using weights to represent song identifiers with the help of weighted determinization and minimization algorithms [9, 11].

We have empirically verified the feasibility of this construction. For 15,455 songs, the total number of transitions of the transducer $T$ is about 53.0 M , only about 2.1 times that of the minimal deterministic transducer $T_{0}$ representing all songs. We present elsewhere a careful analysis of the size of the factor automaton of an automaton and provide worst case bounds in terms of the size of the original automaton or transducer representing all songs [13]. These bounds suggest that our method can scale to a larger set of songs, e.g., several million songs.

### 2.3 Improving Robustness

In the presence of noise or distortions, the recognized music phone sequence $x$ may be corrupted by decoding errors. However, the transducer $T$ associating music phone sequences to song identifiers only accepts correct music phone sequences as inputs. To improve robustness, we can compose a transducer $T_{E}$ with $T$ that allows corrupted transcriptions to also be accepted, resulting in the mapping $\llbracket T \circ T_{E} \rrbracket(x)$. A particular corruption transducer $T_{E}$ is the edit distance transducer, which associates a cost to each edit operation [10]. In this case, the above composition has the effect of allowing insertions, deletions, and substitutions to corrupt the input sequence $x$ while penalizing any path allowing such corruptions in the Viterbi beam search algorithm. The costs may be determined analytically to reflect a desired set of penalties, or may be learned to maximize identification accuracy.

Robustness can also be improved by including data reflecting the expected noise and distortion conditions in the acoustic model training process. The resulting models are then adapted to handle similar conditions in the test data.

## 3 MUSIC DETECTION

Our music detection approach relies on the use of a universal background music phone model (UBM) model that


Figure 2. Finite-state transducer $T_{0}$ mapping each song to its identifier.
generically represents all possible song sounds. This is similar to the techniques used in speaker identification (e.g., [14]). The UBM is constructed by combining the GMMs of all the music phones. We apply a divisive clustering algorithm to yield a desired number of mixture components.

To detect out-of-set songs, we compute the log-likelihood of the best path in a Viterbi search through the regular song identification transducer and that given a trivial transducer that allows only the UBM. When the likelihood ratio of the two models is large, one can be expect the song to be in the training set. However, a simple threshold on the likelihood ratio is not a powerful enough classifier for accurate detection. Instead, we have been using a discriminative method for out-of-set detection. We construct a three-dimensional feature vector [ $L_{r}, L_{b},\left(L_{r}-\right.$ $\left.L_{b}\right)$ ] for each song snippet, where $L_{r}$ and $L_{b}$ are the loglikelihoods of the best path and background acoustic models, respectively. These serve as the features for a support vector machine (SVM) classifier [3].

## 4 EXPERIMENTS

Our training data set consisted of 15,455 songs. The average song duration was 3.9 minutes, for a total of over 1000 hours of training audio. The test data consisted of 1,762 in-set and 1,856 out-of-set 10 -second snippets drawn from 100 in-set and 100 out-of-set songs selected at random. The first and last 20 seconds of each song were omitted from the test data since they were more likely to consist of primarily silence or very quiet audio. Our music phone inventory size was 1,024 units, each model consisting of 16 mixture components. For the music detection experiments, we also used a UBM with 16 components. We tested the robustness of our system by applying the following transformations to the audio snippets:
a. WNoise- $x$ : additive white noise (using sox). Since white noise is a consistently broadband signal, this simulates harsh noise. $x$ is the noise amplitude compared to saturation (i.e., WNoise- 0.01 is 0.01 of saturation).
b. Speed- $x$ : speed up or slow down by factor of $x$ (using sox). Radio stations frequently speed up or slow down songs in order to produce more appealing sound [1].
c. MP3-x: mp3 reencode at $x$ kbps (using lame). This simulates compression or transmission at a lower bitrate.

For the detection experiments we used the LIBSVM implementation with a radial basis function (RBF) kernel. The accuracy was measured using 10 -fold cross-validation and a grid search for the values of $\gamma$ in the RBF kernel and the trade-off parameter $C$ of support vector machines [3].

The identification and detection accuracy results are presented in Table 1. The identification performance is almost flawless on clean data. The addition of white noise degrades the accuracy when the mixing level of the noise is increased. This is to be expected as the higher mix-

Table 1. Identification accuracy rates under various test conditions

| Condition | Identification <br> Accuracy | Detection <br> Accuracy |
| :--- | :---: | :---: |
| Clean | $99.4 \%$ | $96.9 \%$ |
| WNoise-0.001 (44.0 dB SNR) | $98.5 \%$ | $96.8 \%$ |
| WNoise-0.01 (24.8 dB SNR) | $85.5 \%$ | $94.5 \%$ |
| WNoise-0.05 (10.4 dB SNR) | $39.0 \%$ | $93.2 \%$ |
| WNoise-0.1 (5.9 dB SNR) | $11.1 \%$ | $93.5 \%$ |
| Speed-0.98 | $96.8 \%$ | $96.0 \%$ |
| Speed-1.02 | $98.4 \%$ | $96.4 \%$ |
| Speed-0.9 | $45.7 \%$ | $85.8 \%$ |
| Speed-1.1 | $43.2 \%$ | $87.7 \%$ |
| MP3-64 | $98.1 \%$ | $96.6 \%$ |
| MP3-32 | $95.5 \%$ | $95.3 \%$ |

ing levels result in a low signal-to-noise ratio (SNR). The inclusion of noisy data in the acoustic model training process slightly improves identification quality - for instance, in the WNoise- 0.01 experiment, the accuracy improves from $85.5 \%$ to $88.4 \%$. Slight variations in playback speed are handled quite well by our system (high 90 's); however, major variations such as 0.9 x and 1.1 x cause the accuracy to degrade into the 40 's. MP3 recompression at low bitrates is handled well by our system.

The detection performance of our system is in the 90 's for all conditions except the $10 \%$ speedup and slowdown. This is most likely due to the spectral shift introduced by the speed alteration technique. This shift results in a mismatch between the audio data and the acoustic models. We believe that a time scaling method that maintains spectral characteristics would be handled better by our acoustic models. We will test this assumption in future work.

## 5 FACTOR UNIQUENESS ANALYSIS

We observed that our identification system performs well when snippets of five seconds or longer are used. Indeed, there is almost no improvement when the snippet length increases from ten seconds to the full song. To further analyze this, we examined the sharing of factors across songs. Let two song transcriptions $x_{1}, x_{2} \in S$ share a common factor $f \in \Delta^{*}$ such that $x_{1}=u f v$ and $x_{2}=$ $a f c ; u, v, a, c \in \Delta^{*}$. Then the sections in these two songs transcribed by $f$ are similar. Further, if a song $x_{1}$ has a repeated factor $f \in \Delta^{*}$ such that $x_{1}=u f v f w ; u, v, w \in$ $\Delta^{*}$, then $x_{1}$ has two similar audio segments. If $|f|$ is large, then it is unlikely that the sharing of $f$ is coincidental, and likely represents a repeated structural element in the song.

Figure 3 gives the number of non-unique factors over a range of lengths. This illustrates that some sharing of long elements is present, indicating similar music segments across songs. However, factor collisions decrease rapidly as the factor length increases. For example, we can


Figure 3. Number of factors occurring in more than one song in $S$ for different factor lengths.
see that for factor length of 50 , only 256 out of the 24.4 M existing factors appear in more than one song. Considering that the average duration of a music phone in our experiments is around 200 ms , a factor length of 50 corresponds to around ten seconds of audio. This validates our initial estimate that ten seconds of music are sufficient to uniquely map the audio to a song in our database. In fact, even with factor length of 25 music phones, there are only 962 non-unique factors out of 23.9 M total factors. This explains why even a five-second snippet is sufficient for accurate identification.

## 6 CONCLUSION

We described a music identification system based on Gaussian mixture models and weighted finite-state transducers and its performance in the presence of noise and other distortions. Our approach allows us to leverage the robustness of GMMs to maintain good accuracy in the presence of low to medium noise levels. In addition, the compact representation of the mapping of music phones to songs allows for efficient decoding, and thus high accuracy. We have also implemented a music detection system using the likelihoods of the decoder output as input to a support vector machine classifier and provided an empirical analysis of factor uniqueness across songs, verifying that five-second or longer song snippets are sufficient for very low factor collision and thus accurate identification.
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